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Preface

Since 2007, the participants of numerous German Research Foundation’s
(DFG) Research Training Groups (RTG) and similar programs in the field
of computer science meet once a year at Schloss Dagstuhl - Leibniz Cen-
ter for Informatics, one of the world’s premier venues for computer science
related seminars. This DFG-funded networking meeting is intended to fa-
cilitate an exchange of ideas and experiences between PhD students and to
strengthen the contacts within the German computer science community.
These meetings have proven to be excellent for PhD students and the associ-
ated institutions. The networking meeting is organized by PhD students and
welcomes PhD students in all stages of their work in order to give researchers
the opportunity to present their ideas, current topics, and results.

This year the networking meeting is organized by RTG 1564: Imaging New
Modalities and RT'G 1362: Cooperative, Adaptive and Responsive Monitor-
ing in Mized Mode Environments. Due to a growing number of computer
science orientated RT'Gs and limited space at Schloss Dagstuhl, the network-
ing meeting was divided into two parts in the year 2011 and 2012. However,
in 2012 an extension building was opened, which enables Schloss Dagstuhl to
accommodate a larger number of guests. According to this, the networking
meetings 2013 are held in parallel.

In the context of this networking meeting, Robotics and Autonomous Sys-
tems are comprehended as an interdisciplinary application domain. Every
PhD student has a specific question in his PhD work. In this meeting we
encourage all PhD students of all computer science areas to think out of
the box. With the result that all participants will consider how their work
could influence Robotics, Autonomous Systems and related topics in the fu-
ture. During the meeting, PhD students have the opportunity to choose
between two separate tracks, beside a joint track, where all PhD students
present their research work in a fast forward session. To support the connec-
tion among the students an extended abstract of every PhD student’s work
was submitted to present their research topic. These abstracts along with
short descriptions of the general scope of the RT'Gs are collected in these
proceedings.
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The theoretical track revolves around the main topics of the networking
meeting. During a first phase groups will work on selected topics forming
expert groups’. These expert groups will then be split and recombined with
members of the other groups, and are asked to solve a problem that requires
the combined expertise.

The practical track is shaped as a challenge involving Robotics and Wireless
Sensor Networks, which allows interested participants to acquaint themselves
with programming concepts from the Robot Operating System (ROS) and
the Contiki OS. Here development teams are formed and asked to improve
a basic, but fully working, solution for a miniature disaster scenario. This
scenario can be simulated beforehand to test modifications. The challenge
will then be run on a real setup (with Turtlebots and MSP430-based sensor
node) at the end of the Workshop.

In the course of the meeting organization, we were fortunate to be supported
by all involved sides. Thus we would like to express sincere thanks to every-
one who contributed to the organization of the networking meeting. Special
thanks go to the abstracts’ authors and the RT'G’s administration for their
cooperation. Furthermore, we would like to thank our invited Speakers Prof.
Dr. Bernt Schiele - ’Scene Understanding - It’s Time to Address it Again’
and Prof. Dr. Frank Kirchner - ’Robotics and Artifical Intelligence’. Fi-
nally, we would like to thank the DFG for funding this meeting and the staff
of Schloss Dagstuhl who showed their professionalism in taking care of the
venue details and organization.

Julian Bader

Christian Feinen

Jens Hedrich

Rodrigo Daniel do Carmo
Philipp Marcel Scholl
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1 GRK 1042: Explorative Analysis and
Visualization of Large Information
Spaces

Prof. Dr. Dietmar Saupe
Email: Dietmar.SaupeQuni-konstanz.de
University of Konstanz
Internet: http://www.inf.uni-konstanz.de/gk/

The program of the Research Training Group focuses on the development
of methods for supporting exploration, analysis, and management of large
information spaces, especially in the fields of visualization, computer graph-
ics, and user-interaction. These information spaces may of visual nature as
well, e.g., multimedia documents or complex geometric structures. A further
emphasis of research is the systematic exploration of large data spaces emerg-
ing for example in the analysis of software systems. The relevant fields in
the Research Training Group are information visualization, computer graph-
ics, digital signal processing, human computer interaction, intelligent data
analysis, information retrieval, databases, and information systems. One of
the objectives of data mining and explorative data analysis is to find new,
previously unknown, yet useful information. The research aims at perfect-
ing existing procedures to be more effective and more efficient, and at the
same time it seeks to develop new procedures with regards to exploration
and analysis, which serve more adequately special requirements, such as the
vast information stored and transferred in the internet. Applications that
are investigated in the Research Training Group are for example analysis
of cell image sequences and graphs in bio-informatics, network analysis of
textual corpora, feature engineering for search in multimedia databases, and
visualization and analysis of performance measurements from sport- and
training-sciences. The Research Training Group implements a structured
concept for advising and teaching of its doctoral students. In the first phase,
for the duration of two semesters, special courses are provided and special
lecture series are held during summer schools. The students are introduced
to research tasks in their respective research workgroups and seminars, and
acquire soft skills qualification in university wide courses.
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1.1 Event Detection in Time Series Data

Iris Ad4 (iris.adaeQuni-konstanz.de)
Supervisor: Prof. Dr. Michael R. Berthold

A long time ago the collection of data was a very rare process. At a total
maximum every minute a new value was measured. But with the exponential
speed of technical development, data points can now even be achieved in real
time; Online information can be summarized as sensor data. In the area of
analyzing and monitoring this information, a subfield of data mining, which
is called stream mining, interesting additional requirements have to be taken
into account. The data has to be processed online, which means it is never
possible to consult all the data, or only all previous data. Secondly the
algorithm must be able to predict a new data point at any time.

One very interesting challenge in data stream mining is called event detec-
tion. An event is defined as anything irregular in the data. This could
simply be an outlier or an incorrectly classified pattern. But with more so-
phistication, an event can also be caused by a change or drift in the data.
My research mainly focuses on these two aspects: Detecting an event in an
online data stream and evaluating which type of event occurred.

Our first approach yields in monitoring the data stream using an idea adapted
from meta learning for data streams. To monitor the stream different base
learners are used to model different parts of the data stream. A new base
learner is started with every data point, an old learner is stopped, and the
achieved model is saved. By comparing these base learners an event can
be detected if there is a big difference or distance between the learners.
The approach was successfully applied with Gaussian Mixture Models as
base learners to model a multidimensional real-valued data stream. For the
model comparison an approximation of the Kullback-Leibler-Divergence was
used.

Another recent development is the EVE-Framework!. As previously men-
tioned, various methods for event detection have been proposed for different
types of events. However, a lot of them make the same prior assumption, fol-
lowing the core idea behind EVE. EVE is a more general framework for event
detection. The framework enables generic types of time slots and streaming
progress to be incorporated through time. It allows measures of similarity
to included between those slots, either based directly on the data, or on an
abstraction, e.g. a model built on the data. A large number of existing
algorithms fit nicely into this framework by choosing appropriate window
combinations, progress mechanisms, and similarity functions.

1Ads, Iris, Berthold, Michael R., Unifying Change - Towards a Framework for De-
tecting the Unexpected. In: Data Mining Workshops (ICDMW), 2011 IEEE 11th
International Conference on Data Mining
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1.2 Generation of Natural Metameric Colors and its
Applications

Roman Byshko (roman.byshkoQuni-konstanz.de)
Supervisor: Prof. Dr. Dietmar Saupe, Prof. Dr. Matthias O. Franz

In the thesis a new method for generation of metameric colors will be imple-
mented and compared with the state of the art methods. Metamerism is the
phenomenon which causes different objects to have the same visual stimuli
under a fixed illuminant.

The problem of generation of the metamers has got a lot of attention in
the literature. There are a lot of methods available which try to generate
natural metamers. Most of these methods are capturing the properties of
the spectral reflections in mathematical terms. Afterwards a wide range
of approaches is applied to find spectral reflectances which a) satisfy these
properties and b) deliver the desired colors under a fixed illuminant. These
methods have drawbacks. The most important one is that their definition
of naturalness is not necessarily natural.

Our idea is to capture the properties of the natural spectral reflectances
statistically. For this, we are building a system for the acquisition of mul-
tispectral images. This system will allow us to gather a huge database of
natural spectral reflectances. The next step will be to estimate the proba-
bility density function that models this data. After that we will be able to
generate spectral reflectances that have exactly the same statistical proper-
ties as the ones in the database, hence they will be natural. It is still to
investigate the computational needs of the described approach and compare
it to those of the existing methods.

The other sub-project, that is the part of the thesis is the analysis of the
properties of mobile displays. The goals of this sub-project are:

e to determine the exact properties of mobile displays;
e to compare mobile displays to normal LCD/OLED displays;

e to find out to which extent existing state-of-the-art models for display
characterization can be applied for mobile displays.

Prior to the analysis a lot of measurements should be performed. A sys-
tem was designed which allows to performed unattended measurements of
mobile displays using a web server, a spectrometer and the control software
which was developed by us. The system is agnostic to the programming
environment on the mobile device. The only requirement is the availability
of the web browser. Currently first batch of measurements is done and we
are processing them.
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1.3 Simulation and Optimization of Race-Bike Training
on Realistic Tracks

Thorsten Dahmen (thorsten.dahmen@uni-konstanz.de)
Supervisor: Prof. Dr. Dietmar Saupe, Prof. Dr. Oliver Deussen

The Powerbike Project contributes to the subdiciplines of acquisition, pro-
cessing, analysis and optimization of physical and physiological performance
data in cycling, computer-aided training control, motion analysis, and infor-
mation visualization. Its goal is to realistically simulate outdoor riding on
existing tracks in the lab, extract the relevant information of a multitude of
available measurement data and visualize this information for optimal train-
ing control and performance prediction. This thesis focuses on the simulation
and optimization of race-biking on realistic tracks. This system shall enable
athletes to familiarize themselves with even unknown tracks and optimally
prepare them for competition.

We designed a simulator based on a Cyclus2 ergometer (RBM Elektronik),
which allows the user to mount his personal bicycle. The resistance control
relies on a validated P-v-model that describes the relation between pedaling
power P and speed v on a cycling track, whose height profiles was measured
by differential GPS augmented by height profile estimations of the model
based on calibration rides. Electronic gear levers have been incorporated
into the model as well as physical limitations of the eddy current brake
have been compensated at best. An algorithm to compensate for the inertia
mismatch has been developed, yet needs to be implemented using the RS-
232 interface, since the standard TCP/IP interface does not provide the
necessary sampling rate. The display of the simulator shows a video playback
synchronized with the cyclist’s current position on the track together with
various course and performance parameters. The accuracy of the system has
been validated comparing outdoor measurement, simulator measurements,
and model predictions.

The optimal pacing strategy is sought by minimizing the time an athlete
needs to complete a course according to the P-v-model subject to calibrated
physiological dynamics and constraints that reflect the individual endurance
capacity of an athlete. This questions leads to a complex optimal control
problem for which robust numerical algorithms must be designed. Direct dis-
cretization using pseudo-spectral collocation methods as well as the use of
saturation functions and system extensions to transform the constrained op-
timization problem to an unconstrained one, have proven best performance.
In the near future, we plan to design custom ergometer tests to calibrate the
physiological models. Furthermore, a model predictive control seems appro-
priate to turn the current open-loop optimal pacing strategy to a closed-loop
feedback control.
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1.4 Declarative Access to Filesystem Data

Alexander Holupirek (alexander.holupirek@uni-konstanz.de)
Supervisor: Prof. Dr. Marc H. Scholl

This PhD project deals with the design and development of XML/XQuery
driven information architectures that process formerly heterogeneous data
sources in a standardized and uniform manner. Filesystems and their vast
amounts of different file types are a prime example for such a heterogeneous
dataspace. A new XML dialect, the Filesystem Markup Language (FSML),
is introduced to construct a database view of the filesystem and its contents.
FSML provides a uniform view on the filesystem’s contents and allows de-
velopers to leverage the complete XML technology stack on filesystem data.
BaseX, a high performance, native XML-DBMS developed at the Univer-
sity of Konstanz, is pushed to new application domains. We interface the
database system with the operating system kernel and implement a database/filesystem
hybrid (BaseX-FS), which is working on FSML database instances. A joint
storage for both the filesystem and the database is established, which al-
lows both developers and users to access data via the conventional and
proven filesystem interface and, in addition, through a novel declarative,
database-supported interface. As a direct consequence, XML languages such
as XQuery can be used by applications and developers to analyze and pro-
cess filesystem data. Smarter ways for accessing personal information stored
in filesystems are achieved by retrieval strategies with no, partial, or full
knowledge about the structure, format, and content of the data (“Query the
filesystem like a database”).

In combination with BaseX-Web, a database extension that facilitates the
development of desktop-like web applications, we present a system architec-
ture that makes it easier for application developers to build content-oriented
(data-centric) retrieval and search applications dealing with files and their
contents. The proposed architecture is ready to drive (expert) information
systems that work with distinct data sources, using an XQuery-driven de-
velopment approach.
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1.5 Parallel Algorithms for Improving Accuracy of Data
Analysis Including Analysis of Gene Expression
Data in Predictive Toxicology.

Violeta Ivanova (violeta.ivanovaQuni-konstanz.de)
Supervisor: Prof. Michael Berthold, Prof. Marcel Leist

Research in Parallel Data Mining traditionally is focused on accelerating the
analysis process - understandable in times of limited compute power and
increasingly complex analysis algorithms, especially when it has to deal with
big data, such as gene expression data.

However, parallel resources could be used in another fashion, namely to in-
crease the accuracy of the data mining algorithms. Many relevant algorithms
for the preprocessing and analysis(for example feature selection) of expres-
sion array data rely on heuristics or user supplied parameters to somewhat
reduce the otherwise entirely infeasible hypothesis space. Modern architec-
tures, which provide access to numerous parallel computing resources, em-
phasized by the recent advance of multi-core architectures, can be utilized
to reduce the effect of these user parameters or other algorithmic heuris-
tics. Instead of trying to provide the same results faster then conventional
algorithms we aim at using parallel resources to provide better results.
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1.6 Scalable Information Visualization for Geospatial
Datasets

Halldor Janetzko (Halldor.Janetzko@Quni-konstanz.de)
Supervisor: Prof. Dr. Daniel A. Keim

Most of the current available methods for geo-spatial data with time de-
pendency deal only with movement data without taking into account the
spatiotemporal context of the movement. The context includes properties
of different places and different times and various spatial, temporal, and
spatiotemporal objects affecting and/or being affected by the movement.
Context information could be weather or environmental data or any other
kind of data influencing the object’s behavior. The high amount of avail-
able context information and the difficult interdependencies between moving
patterns and context influences is challenging to tackle.

Analyses of animal movement is for instance very challenging as there are
many possible influences on the animals behavior. There could be feed-
ing grounds, other animals or weather conditions influencing the animal’s
movement. My aims are to develop theoretical foundations and novel scal-
able methods for analyzing movement in context. Furthermore the idea of
an automatic selection of the influencing context data is followed. Special
focus lies also on the calculation and visualization of correlations between
movement and context data, especially taking the geo-spatial and temporal
information into account.

The developed techniques will be applied through creation of prototype soft-
ware tools to real world applications. Furthermore, all the proposed visual
analytics methods are evaluated in cooperation with domain experts. There
will be techniques developed for point- and line-based representations. More
in detail, scatter plots are extended to enhance the visibility of local correla-
tions. In the area of line-based visual representations we aim to reduce the
visual clutter resulting from overplotting of line segments. We therefor ana-
lyze the trajectories and visualize only the most important points while the
unimportant ones are discarded. Additionally, we analyzed how to visually
boost important or interesting parts in the datal.

1p. Oelke, H. Janetzko, S. Simon, K. Neuhaus and D. A. Keim. Visual Boosting in
Pixel-based Visualizations. Computer Graphics Forum, 30(3):871-880, 2011.
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1.7 Design and Implementation of Post-WIMP
Interactive Spaces with ZOIL

Hans-Christian Jetter (hans-christian.jetterQuni-konstanz.de)
Supervisor: Prof. Dr. Harald Reiterer

The project aims at creating a design paradigm and software framework
for creating collaborative multi-user, multi-surface and multi-device interac-
tive spaces'. In these spaces, different post-WIMP (post-“Windows Icons
Menus Pointer”), devices (e.g. tabletop computers, digital pen & paper,
large displays) are physically and logically combined for computer-supported
collaboration, e.g., in control rooms, studios or libraries. The new paradigm
and software framework “ZOIL” (Zoomable Object-Oriented Information
Landscape) establishes a novel approach that is intended to achieve a more
seamless, natural, visual and direct physical interaction with virtual informa-
tion items in such spaces. ZOIL informs high-level design decisions through a
generic interaction model and design principles. ZOIL also supports the im-
plementation of such user interfaces by providing a software framework with
the necessary functionality. Different prototypes demonstrate and empiri-
cally evaluate the ZOIL concepts, e.g. 2. Furthermore ZOIL’s applicability
and the framework’s API usability are evaluated based on a longitudinal user
study ®. For more information, a full list of publications and source code
please visit: http://hci.uni-konstanz.de/permaedia/
http://research.microsoft.com/en-us/projects/deskpiles/

1Jetter, H.-C., Gerken, J., Zollner, M., Reiterer, H. Model-based Design and Proto-
typing of Interactive Spaces for Information Interaction. Proc. of 3rd Conference
on Human-Centred Software Engineering (HCSE 2010), Springer, p. 22-37, Oct 2010.

2Jetter, H.-C., Gerken, J., Zéllner, M., Reiterer, H., Milic-Frayling, N. Materializing
the Query with Facet-Streams — A Hybrid Surface for Collaborative Search on
Tabletops to appear in CHI’11: Proceedings of the 29th international conference on
Human factors in computing systems, ACM Press, May 2011. (Honorable Mention
Award).

3Gerken, J., Jetter, H.-C., Z6llner, M., Mader, M., Reiterer, H. The Concept Maps
Method as a Tool to Evaluate the Usability of APIs to appear in CHI’11: Proceed-
ings of the 29th international conference on Human factors in computing systems,
ACM Press, May 2011.
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1.8 Engineering Multidimensional Scaling Approaches
to Graph Drawing

Mirza Klimenta (mirza.klimentaQuni-konstanz.de)
Supervisor: Prof. Dr. Ulrik Brandes

Effective graph drawings are often a result of a specific energy model opti-
mization, an objective common to other fields. It has been shown that Mul-
tidimensional Scaling (MDS) techniques, primarily tailored for data analysis
about proximity, can be successfully exploited. The approaches of Classical
Scaling (CS) and Distance Scaling (DS) usually satisfy the basic aesthetic
criteria on the layout. Due to more direct distance fitting and allowing for
control over different distance influence, DS is the preferred choice. While
with complexity requirements prohibitive for large graph drawing, the basic
methods offer a promising direction for various visualization purposes. The
objective of this thesis is to refine and improve the use of MDS for graph
drawing in terms of scalability and flexibility.

The potential of a CS approximation, PivotMDS,! has been further ex-
ploited, for instance, for the purpose of region emphasis, but the compu-
tational overhead has been addressed, too. Relative to other CS approxi-
mations, the resulting method appears to offer more acceptable time-quality
ratio.

The optimization problem of DS has been successfully subjected to ma-
jorization, a well-known MDS technique.? Besides providing an alternative
majorizing function, our work addresses the DS initialization issues effec-
tively avoiding poor local minima and yielding faster computation. A more
direct DS speedup considers (i) evaluating the underlying function only on a
linear number of summands, (%) exploiting almost convergent node proper-
ties, and (%) employing convergence acceleration methods on DS iterands.
The proposed methods are therefore tailored for processing large data sets.
The distance fitting nature of DS also allows for extension to different visual-
ization purposes, e.g., region emphasis, visualization sanity check and more
uniform node spread. The listed extensions are of particular importance
with large data set visualizations.

By considering the MDS scalability issue, we allowed for processing much
larger data sets, still with the aesthetic properties of the plain methods re-
tained. In addition, the work on flexibility has shown that the basic methods
might be adapted for different visualization purposes.

1U. Brandes and C. Pich. Eigensolver Methods for Progressive Multidimensional Scal-
ing of Large Data. Proceedings of Graph Drawing-International Symposium,
pages 42-53, 2006.

2J. de Leeuw. Applications of Convex Analysis to Multidimensional Scaling. Recent
Developments in Statistics, pages 133-145, 1977.
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1.9 Visual Analytics Methods for News Streams

Milos Krstajic (milos.krstajicQuni-konstanz.de)
Supervisor: Prof. Dr. Daniel Keim, Prof. Dr. Oliver Deussen, Prof. Dr.
Harald Reiterer

A vast amount of news is generated every day by an increasing number of
sources and the analysis of these data requires automated and interactive
visual methods that will facilitate processing of important information for
the analysts in different domains. News articles are characterized by tex-
tual and temporal attributes and analyzing the relationships between these
attributes presents one of the fundamental problems in temporal text data
mining. In my research, the goal is to develop a streaming visual analytics
framework, which integrates automated and interactive visualization meth-
ods that will facilitate the exploration of online information streams. Cloud-
Lines! presents an incremental time-series visualization technique enhanced
by interactive distortion to deal with time-based representations of large and
dynamic event data in limited space. The technique allows the user to ana-
lyze the event data on atomic level while maintaining the temporal context.
The incremental nature of the data implies that visualizations have to neces-
sarily change their content and still provide comprehensible representations.
Our method adapts to the incoming data by taking care of the rate at which
data items occur and by using a decay function to let the items fade away
according to their relevance. Since access to details is also important, we also
provide a magnifying lens technique which takes into account the distortions
introduced by the logarithmic time scale to enhance readability in selected
areas of interest.

We have developed a visual analytics system for exploration of news topics in
dynamic information streams?, which combines interactive visualization and
text mining techniques to facilitate the analysis of similar topics that split
and merge over time. We employ text clustering techniques to automatically
extract stories from online news streams and present a visualization that:
1) shows temporal characteristics of stories in different time frames with
different level of detail; 2) allows incremental updates of the display without
recalculating the visual features of the past data; 3) sorts the stories by
minimizing clutter and overlap from edge crossings. By using interaction,
stories can be filtered based on their duration and characteristics in order to
be explored in full detail with details on demand.

M. Krstajic, E. Bertini, D. A. Keim: CloudLines: Compact Display of Event Episodes
in Multiple Time-Series, IEEE Transactions on Visualization and Computer Graph-
ics, Vol. 17, Issue 12, Dec. 2011

2M. Krstajic, M. Najm-Araghi, F. Mansmann, D. A. Keim: Incremental Visual Text
Analytics of News Story Development, SPIE 2012 Conference on Visualization and
Data Analysis (VDA 2012), 2012
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1.10 Semantic Based Methods for Abstract
Representations

Thomas Lindemeier (thomas.lindemeierQuni-konstanz.de)
Supervisor: Prof. Dr. Oliver Deussen

Non-photorealistic rendering (NPR) is a subdomain of computer graphics
that deals with the description and creation of abstract and artistic repre-
sentations. Such representations are widely used for illustration or schematic
drawings (technical documentation, medical visualization, architecture).
Throughout the history of painting it can be observed that human painters
vary their styles according to the semantics and materials of painted objects.
Sky for example will be painted with a different style than a wooden surface
or hair. Asseen in figure 1.10 van Gogh used large and uniform brush strokes
to represent skies, the wheat field with short messy aligned strokes.

The main goal of this project is to abstractly represent different parts of a
2D input image driven by semantic object recognition. The different parts
of the abstractions created by this approach can be varied due to specific
semantic characteristics (surface specific, more detailed, intensified color).
As an example, detected parts of a face can be represented with different
styles to improve the dissemination of information.

The integration of semantic information in order to parametrize illustrations
is a new and interesting extension of the concepts of computer graphics.

Figure 1.1: Van Gogh’s “The Church at Auvers” and “Cypress and Wheat
Field”. Objects are represented with different strokes according
to its semantics.
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1.11 Dynamic Network Visualization

Martin Mader (Martin.Mader@uni-konstanz.de)
Supervisor: Prof. Dr. Ulrik Brandes, Prof. Dr. Michael Berthold

As complex networks receive increasing interest by network analysts, there
is a strong need for appropriate network visualizations that allow for visual
analysis and exploration. This particularly holds for dynamic networks,
comprising a sequence of graphs. The challenge here is to find coherent
representations of successive networks that respect qualitative criteria of the
drawing, while at the same time preserving the mental map the viewer has
built from a previous drawing in the sequence.

Existing layout algorithms for static graphs have to be adapted to integrate
constraints on maintaining stability between indiviual drawings. We modify
the well-known energy-based graph layout method called stress-minimization
to implement different strategies for dynamic graph drawing, e.g., aggrega-
tion to obtain one single layout for all individual graphs, or anchoring to
constrain movement of vertices w.r.t. a given reference layout.!

These fundamental strategies need to be systematically compared with re-
spect to their ability to trade off between displaying structural properties and
complying with the mental map. We evaluate them on structured randomly-
generated graph sequences and real-world data sets, by means of their real-
ization in the stress-minimization framework.?

1Ulrik Brandes, Natalie Indlekofer, and Martin Mader: Visualization methods for lon-
gitudinal social networks and actor-based modeling, Social Networks, 2011

2Ulrik Brandes and Martin Mader: A Quantitative Comparison of Stress-Minimization
Approaches for Offline Dynamic Graph Drawing. Proceedings of the 19th Interna-
tional Symposium on Graph Drawing (GD ’11), Lecture Notes in Computer Science,
volume 7034, Springer Berlin / Heidelberg, pp. 99-110, 2012
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1.12 Visual Analytics for Critical Infrastructures

Sebastian Mittelstidt (sebastian.mittelstaedt@uni-konstanz.de)
Supervisor: Prof. Dr. Daniel A. Keim

Monitoring and understanding the function and interdependencies of crit-
ical infrastructures, like digital networks, power grids and transportation,
are complex analytical issues. Due to the fact that our society, especially
our security, economic viability and system stability, is heavily dependent
on these critical infrastructures, these issues have to be faced for disaster
prevention and crisis response.

My thesis applies visual analytics to the issues of monitoring and under-
standing critical infrastructures, cascading infrastructure effects and to the
management of crisis response. Whereas there already exist detailed models
for each individual type of infrastructures such as electric power grids, the
interdependencies to other critical infrastructures are missing. The main
research question of my thesis is, how to encompass the various interconnec-
tions and interdependencies to enable deciders performing operational risk
management in this complex and large information space. The goal of my
thesis is to combine automatic analysis methods with new visualizations,
which join the information for the individual infrastructures to support the
planning and decision process by explorative analysis.
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1.13 Discovery of Bisociations Between Domains

Dawid Piatek (Dawid.PiatekQuni-konstanz.de)
Supervisor: Prof. Dr. Michael Berthold

In classical data mining two major approaches may be identified. One con-
sists in formulating specific, semantic queries on the given data. The other,
called Visual Data Mining, attempts to create an overview of the entire
data allowing further drill-down exploration. A disadvantage of both is that
they need the user to know in advance what kind of pattern she is looking
for. Contrary to this, the discovery of bisociations involves looking for un-
expected relations of any kind among seemingly unrelated domains, which
could trigger creative discoveries.!

My colleagues and I propose a formalization of the detection of bisociations
in graph-based databases using exclusively structural information®. The
proposed approach takes a database represented as a graph as an input and
performs the following tasks: (1) identifies a hierarchy of domains within the
database, (2) identifies all pairs of non-overlapping bisociation candidates,
(3) scores the bisociation candidates according to their potential for being a
surprising connection.

Identification of the hierarchy of domains is performed by means of hierar-
chical clustering based on spreading activation node similarities®. Scoring
in step 3 is based on three structural properties of bisociation candidates:
exclusiveness, size, and balance. The first of the mentioned properties ren-
ders the idea that surprising relations between domains should be reflected
by a small number of connections. Size and balance are related to the level
of abstraction of the domains. More abstract domains tend to be larger,
which is the reason why we are interested in possibly large and equally sized
bisociation candidates.

A result of applying the above steps is a list of connected domains ranked
according to their potential of representing a surprising connection. This is a
valuable input for the process of searching for creative discoveries. Naturally,
such a process cannot be fully automatized. However, the enormous size of
possible solutions space creates a need to eliminate a large number of trivial,
uninteresting solutions as well as to point to potentially interesting results.

1Bert‘,hold, M.R., Bisociative Knowledge Discovery. In: Proceedings of the 10th
International Symposium on Intelligent Data Analysis (IDA 2011), Series Lecture
Notes in Computer Science (LNCS), no. 7014, pp. 1-7, Springer-Verlag, 2011

2Nagel, U., Thiel, K., Kétter, T., Piatek, D., Berthold, M.R.., Bisoctative Discovery of
Interesting Relations Between Domains. In: Proceedings of the 10th International
Symposium on Intelligent Data Analysis, Series Lecture Notes in Computer Science
(LNCS), no. 7014, pp. 306-317, 2011

3Thiel, K., Berthold, M.R., Node Simzilarities from Spreading Activation. In: Pro-
ceedings of the IEEE International Conference on Data Mining, pp. 1085-1090, 2010
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1.14 Real-Time Rendering and Modeling of Vegetation

Séren Pirk (soeren.pirk@uni-konstanz.de)
Supervisor: Prof. Dr. Oliver Deussen, Jun.-Prof. Dr. Dorit Merhof

The complex visual appearance and the inhomogeneous structure of botan-
ical objects makes rendering of large scenes a challenging task that extends
to this day. The obvious main reason is the tremendous amount of geometry
that is needed to represent trees and plants. Even though complex virtual
environments are routinely used in applications like games, movies or urban
visualization, storing as well as rendering such objects with full detail is be-
yond the capabilities even of modern (graphics) hardware.

The visual appearance heavily depends on the underlying geometry and com-
plex material properties (i.e. translucent leaves). Targeting photorealism
requires complex models and algorithms for approximating the transport of
light. Shading and shadowing, both by themselves complex areas of interest
within computer graphics, need to be adopted and developed for achieving a
high level of reality when rendering trees and plants. Especially shadowing
is an expensive task in real-time graphics, requiring multiple render passes
of the tree’s geometry.

Often, vegetation is only a minor, however, important detail when defining
virtual scenarios. Content creators like artists, designers or architects are in
the need to define these details without spending a majority of their time.
Algorithms and models for editing and modeling trees are not yet satisfying
these requirements. Complex procedural formalisms (i.e. L-Systems) or te-
dious modeling by artists are the current approaches for more natural reality
in applications.

Animation of vegetation and the interaction of trees and plants with their
environment are rather unaddressed. While high level physical interaction
models found their way into todays applications (e.g. simple wind anima-
tions), more sophisticated approaches are necessary to describe the complex
behavior observable in nature.

The simulation and visualization of biological processes - either at micro-
scopic or macroscopic level - of plant behavior and development is yet only
in its minority part of computer graphics research.

Especially the real-time domain defines a hard set of constraints expressed
by the need to process several frames a second. Modeling and rendering
trees in this domain therefore requires efficient algorithms and well defined
paradigms within all afore mentioned areas.

The aim of this research project is to contribute to all of the identified areas
by proposing solutions to the addressed problems.
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1.15 Linear and Non-linear Methods to Analyze
Variability and Asymmetry of Indoor Pedaling
Kinematics

Juan Carlos Quintana (juan.quintanaQuni-konstanz.de)
Supervisor: Prof. Dr. Dietmar Saupe

Quantitative studies of human motion data and related physiological and
neurological signals have typically focused on properties of the average, with
fluctuations considered to be noise. Recent publications found evidence that
the amount and the nature of the alleged noise contains important informa-
tion useful to characterize mature motor skills and healthy states . For exam-
ple, non-linear methods applied to gait motion data have revealed a chaotic
structure in healthy subjects, suggesting that the nature of this variation is
not entirely random. Furthermore, performance-related and injury-related
research have used the concept of variability, based on measures of complex-
ity and predictability, to calculate differences between groups of subjects.

Variability, defined by the amount of variation and its structure, is om-
nipresent and unavoidable in all kinds of motions. Normally, it is attributed
to the ability of the body to coordinate many different physiological systems
over many different timescales. Optimal movement variability depends on
the level of difficulty and on the number of degrees of freedom necessary to
accomplish a task . Lack or excess of variability are understood as a defi-
ciency in motor skills. Less than optimal movement variability characterizes
states and behaviors that are overly rigid, whereas greater than optimal
variability characterizes states and behaviors that are noisy and unstable.
Analysis of kinematic variability has not been reported for pedaling.

Asymmetry is another feature that has been explored for walking but only
partially for pedaling. Previous studies of pedaling asymmetry can be ex-
tended using the pedal acceleration and new asymmetry indexes.

In this work it will address the question of what algorithms, methods of
analysis, and data collection techniques can be implemented to assess the
variability and asymmetry present in pedal and leg kinematics during pedal-
ing. The expected scientific output is a theoretical modeling framework for
motion analysis of cycling based on non-linear analysis methods, including
new definitions of asymmetry indexes. An adaptation of algorithms for non-
linear time series analysis suited to the characteristics of pedaling motion will
be developed. To evaluate this, a platform with an efficient implementation
of the proposed analysis will be provided.
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1.16 Exploring Reality- and Proxemic-based User
Interfaces for Knowledge Work in Physical
Libraries

Roman Rédle (Roman.RaedleQuni-konstanz.de)
Supervisor: Prof. Dr. Harald Reiterer and Prof. Dr. Marc H. Scholl
External Supervisor: Prof. Dr.-Ing. Raimund Dachselt

Digital libraries are growing rapidly, but a huge amount of literature is still
available in non-digital form through open access or closed stack libraries.
Thus, the physical library will remain as a crucial place for interaction with
knowledge, place to learn, or even meeting place. Library users access that
knowledge either by searching with traditional terminal-based OPAC inter-
faces (Online Public Access Catalogue) or browsing the book shelves. In-
termixing searching and browsing strategies and switching rapidly between
them, however, is not supported by present library systems. Additionally,
it is often prohibited by library rules to annotate on printed media once
found by the user (e.g. books). This results in a disconnection of source and
thoughts and it is even more cumbersome to share the acquired sense-making
among different devices or co-workers. Above examples motivate the need
for novel knowledge workspaces in physical libraries.

The thesis aims at the development of new user interfaces and interaction
styles for supporting research and knowledge work processes in physical li-
braries with help of emerging information and communication technology
(ICT). It addresses the research question of how to inform the design of
knowledge work environments based on the theoretical framework of Reality-
based Interaction (RBI) ! and the prospect understandability of Proxemic
Interactions (PI) 2. Further, it needs to be understood in detail how literature
research, reading and writing scientific documents is influenced by previous
mentioned frameworks. My contributions are divided into three objectives:
a taxonomy that connects RBI and PI to the domain of knowledge work,
the design and implementation of working prototypes, and the evaluation of
concepts using controlled experiments and "living lab" methods.

1Jacob, R.J.K., Girouard, A., Hirshfield, L.M., Horn, M.S., Shaer, O., Solovey, E.T.,
and Zigelbaum, J. Reality-based interaction: a framework for post-WIMP interfaces.
In Proc. of CHI '08. ACM, New York, NY, USA, 2008, 201-210.Jacob, R.J.K.,
Girouard, A., Hirshfield, L.M., Horn, M.S., Shaer, O., Solovey, E.T., and Zigelbaum,
J. Reality-based interaction: a framework for post-WIMP interfaces. In Proc. of
CHI '08. ACM, New York, NY, USA, 2008, 201-210.

2Greenberg, S., Marquardt, N., Ballendat, T., Diaz-Marino, R., and Wang, M. (2011).
Prozemic Interactions: The New Ubicomp?. interactions, 18 (January), 2011,
42-50.
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1.17 Integration of Data Mining & Data Warehouse

Nafees Ur Rehman (nafees.rehmanQuni-konstanz.de)
Supervisor: Prof. Dr. Marc Scholl

Significant research efforts have been made to enable in-database data min-
ing to take advantage of the DBMS’s power of handling large volume of
data. The integration of data mining algorithms with a relational Database
Management System is a challenging issue. Tight coupling of data mining
and database systems, however, is - besides improving data mining algo-
rithms - a key issue for efficient and scalable data mining in large databases.
Tight coupling means not only to link specific data mining algorithms to
the database system, e.g. as stored procedures, but rather to investigate,
which salient functionality of key mining algorithms should be integrated to
be run as part of the database system kernel, so as to avoid expensive data
transport. Basically, the question is whether certain parts of the data mining
functionality can only be implemented efficiently inside the DBMS server,
because running them outside (i.e., on top) would be too large a performance
penalty. Our overall goal is to identify such data mining primitives that need
to be included in the low-level DBMS’s functional repertoire, pretty much
in the same way as some of the OLAP extensions that have already made it
into the SQL standard and into the core DBMS algorithms.

We further aim to discover potential computations that can be performed
in advance on the ready-to-mine data, which can also be materialized and
made part of the database. These computations offer a set of pre-calculated
and ready-to-consume values to the data mining algorithms which otherwise
would be calculated from scratch. Such pre-computations not only enable
data mining algorithms to work efficiently, but also tightly couple data min-
ing with database systems.
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1.18 Analysis of Dementia with Structural and
Functional Image Data

Mirco Richter (mirco.richter@uni-konstanz.de)
Supervisor: Jun.-Prof. Dr. Merhof, Prof. Dr. Oliver Deussen

Alzheimer’s disease (AD) and frontotemporal lobar degeneration (FTLD) are
the most prominent types of dementia, a disease which affects the structure
and function of the human brain. To improve its diagnosis, data acquired
from magnetic resonance imaging (MRI), diffusion tensor imaging (DTT) and
positron emission tomography (PET) is analyzed to extract features, align
them in a common space and apply statistical analyses for classification.

In the first part of this work, the definition of the common space is addressed
which is often accomplished by registration to an atlas image to label main
foldings. Statistics applied on average cortical thickness values might obscure
information such as higher values in gyri than in sulci. To separate these
out- and inward foldings, the segmented white matter (WM) was skeletonized
and geodesic distances between feature points on the WM surface were used
to establish a continuous pruning function that was thresholded to identify
gyral and sulcal regions. With the separation of gyri or sulci, classification
of dementia could be significantly improved as shown by logistic regression
applied to cortical thickness data of different disease groups!.

In the second part, complementary features from multiple modalities will be
combined as improved discrimination between different types of dementia is
expected. From images acquired in a collaborative study, features such as
cortical thickness from MRI, WM integrity from DTI, and glucose uptake
from PET will be collected. Due to the high variability of AD and FTLD,
discrimination of their disease subtypes is a complicated task which requires
accurate methods for artifact removal, segmentation and registration to get
features in a common space. These will be analyzed by feature reduction
methods such as random forests and principal component analysis and clas-
sification methods such as LR and support vector machines.

In the last part, an alternative approach to establish gyral correspondences
between brains will be developed that is transformation- and template-free.
The matching of cortical and subcortical structures will be simplified using
different abstraction levels of the WM skeleton and will be guided by geomet-
ric and topological similarity features. Designed as an energy-minimization
optimization problem, this approach is expected to provide equal or improved
robustness as compared to vertex- or surface-based registration.

1 Mirco Richter, Courtney A. Bishop, Jiirgen Dukart, Elisabeth Stiihler, Karsten
Miiller, Matthias L. Schroeter, Dorit Merhof, Skeleton-based gyri sulct separation
for improved assessment of cortical thickness, IEEE 9th International Symposium
on Biomedical Imaging (IEEE ISBI), 2012 (accepted).
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1.19 Non-Periodic Tilings in Graphics

Thomas Schlémer (thomas.schloemer@uni-konstanz.de)
Supervisor: Prof. Dr. Oliver Deussen

Creating rich and complex content is one of the major problems in computer
graphics, especially in interactive applications where large amounts of con-
tent have to be produced very quickly and from limited data. Tile-based
methods mitigate this problem by synthesizing large amounts of content out
of a much smaller data set of tiles by generating a valid tiling. An example
is texture synthesis: Once a set of carefully constructed tiles has been gener-
ated from a provided input texture, arbitrary amounts of this input texture
can be produced at runtime in connection with tile-based texture mapping.
So far, research has solely focused on stochastic tilings, i.e. tiles are placed
randomly as long as they fulfill certain matching constraints. This has nu-
merous deficits, among them local repetition artifacts due to clusters of tiles
showing identical content, and the inability to control the synthesized result.
We presented an improved tiling algorithm based on a quasi-Monte Carlo
point sequence that produces tilings that are at the same time non-periodic
and highly uniform, which noticeably improves the quality of tile-based tex-
tures.! We also presented a simple extension that allows to control the
resulting tilings.

Furthermore, we contributed to the ongoing effort of generating highly op-
timized point sets.? The points are either derived from a special class of
centroidal Voronoi diagrams,? or by performing a mutual distance optimiza-
tion.* This yields point sets that both have desirable spectral properties
as well as superior convergence in a numerical integration setting. Since
the underlying optimization is of significant time complexity, a combination
with a tile-based approach is necessary in order to make the new schemes
beneficial.

1Thomas Schlémer, Oliver Deussen. Semsi-Stochastic Tilings in Ezample-Based Tez-
ture Synthesis. Computer Graphics Forum (Eurographics Symposium on Render-
ing), Vol. 29, No. 4, 2010.

2Thomas Schlémer, Oliver Deussen. Accurate Spectral Analysis of Two-
Dimenstonal Point Sets. Journal of Graphics, GPU, and Game Tools, Vol. 15,
No. 3, 2011.

3Steffen Frey, Thomas Schlémer, Sebastian Grottel, Carsten Dachsbacher, Oliver
Deussen, Thomas Ertl. Loose Capacity-Constrained Representatives for the
Qualitative Visual Analysis in Molecular Dynamics. IEEE Pacific Visualization
Symposium (PacificVis 2011), March 2011.

4Thomas Schlémer, Daniel Heck, Oliver Deussen. Farthest-Point Optimized Point
Sets with Mazimized Minimum Distance. Proceedings of the ACM SIGGRAPH
Symposium on High Performance Graphics, August 2011.
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1.20 Quality Aware Visual Analysis of Spatio-Temporal
Data

Hansi Senaratne (Hansi.SenaratneQuni-konstanz.de)
Supervisor: Jun.Prof.Dr. Tobias Schreck

With the increased availability of spatially referenced data, assessing the
quality and credibility of such data becomes vital. With a special focus on
volunteered geographic information such as Flicker or Twitter data sources,
this thesis deals on the one hand with means to quantify various quality
components such as the positional, temporal and thematic uncertainties of
these user generated data, and on the other hand explore mechanisms to
evaluate the credibility of the data contributor. Humans perceive and ex-
press geographic regions and spatial relations imprecisely, and in terms of
vague concepts. This vagueness in human conceptualisation of location is
due not only to the fact that geographic entities are continuous in nature,
but also due to the quality and limitations of spatial knowledge. There-
fore, credibility can be expressed as the believability of a source or message,
which comprises primarily of two dimensions, the trustworthiness and exper-
tise. Thus, in assessing the credibility of users this thesis considers factors
that attribute to this perception of trustworthiness and believability, other
than data accuracy itself. Metadata about the origin of volunteered geo-
graphic information provides a foundation for judgment on the credibility
of the source. As important as it is to quantify these uncertainties of data
and credibility, visually analysing these data helps the user in information
derivation and decision making. Therefore, this thesis further entails visually
analysing these data uncertainties and evaluate these tools on their usability
within appropriate user domains.
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1.21 Document Structure Analysis for Large Document
Collections

Andreas Stoffel (andreas.stoffelQuni-konstanz.de)
Supervisor: Prof. Dr. Daniel Keim, Prof. Dr. Oliver Deussen

The knowledge about the structure of the documents is of use for many
document processing applications. Especially for information retrieval and
automatic document analysis the ability to distinguish between the relevant
and non-relevant parts of the document is important. For instance, knowing
the sender and receiver region on a letter is crucial for distinguishing the
sender from the receiver.

The central question of my research is the development of a general structure
analysis component that is able to handle large archives with many different
types of document. Existing approaches are able to handle single document
types such as invoices. They are not able to handle many different document
types that can be found in libraries or archives.

A general structure analysis approach is implemented with a combination
of machine learning techniques and visualizations. This approach can be
adapted to different document types with minimal efforts. Especially, it
is adaptable to varying properties of the documents. It could be shown,
that this approach achieves comparable or even better results on different
document types as the specialized algorithms. The approach was success-
fully applied to conference proceedings, product manuals, service reports and
medical files.
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1.22 Column Subset Selection with an Application to
Neuroimaging Data.

Martin Strauch (Martin.StrauchQuni-konstanz.de)
Supervisor: Michael Berthold, C. Giovanni Galizia

Column subset selection requires to identify a subset of the columns of a
matrix, such that a norm reconstruction criterion is optimised. Consider for
example CX factorisation: Given a m X n matrix A, select ¢ columns from
A into the m X ¢ matrix C, and choose a ¢ X n matrix X such that the norm
reconstruction error ||A — CX||? is minimised 1. This identifies a subset of
columns that can "explain much" of the data matrix. The columns in C
can be seen as cluster centers with X encoding cluster membership status.
The difference to standard clustering problems is that X does not contain
binary cluster membership indicators. Here, X is continuous and encodes
mixtures, i.e. each column in A can be approximated by linear combinations
of the basis columns in C with the coefficients in X.

CX factorisation lends itself for application to neuroimaging data: Optical
brain activity measurements (A: m time points X n pixels) contain a large
number of pixels, many of which are redundant or irrelevant. Only few, those
that contain the signals of neural units, should be presented to the data
analyst. Ideally, an algorithm for CX factorisation selects one pixel from
each (multi-pixel) neural unit into C, and X encodes signal mixtures, e.g. in
case the units overlap 2. For a useful data representation and visualisation,
pixels (columns) that contain signal mixtures should not be selected into C.
Empirical evaluation of algorithms for CX factorisation was performed on
both real-world brain imaging data and on artificial data generated from a
mixture model. Prior algorithms for CX ' 3 4 select columns for C that are
by some criterion close to the principal components or singular vectors of
A, whereas our algorithm 2 selects column k + 1 as the column that is least
explained by linear combination of the k columns selected so far.

Prior algorithms for CX are randomised !, which is less suitable for prac-
tical data analysis, and they tend to select mixed signal columns on the
neuroimaging data source ! 3 4. In contrast, our algorithm 2 is determin-
istic, and it successfully selects the signals of distinct neural units and not
their mixtures.

1Drineas, P., Mahoney, M. W. & Muthukrishnan, S., STAM Journal on Matrix Analysis
and Applications, 30, 844-881, 2008

2Strauch, M., Rein, J., Galizia C.G., ICCABS, Feb 23-25 2012, Las Vegas, USA, IEEE

3Li, X. & Pang, Y., IEEE Trans. Knowl. Data Eng., 22, 145-149, 2010

4inril, A. and Magdon-Ismail, M., Theor. Comput. Sci., Elsevier, 421, 1-14, 2012
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1.23 Advanced Visualizations of Large Document
Collections

Hendrik Strobelt (hendrik.strobelt@uni-konstanz.de)
Supervisor: Prof. Dr. Oliver Deussen, Prof. Dr. Daniel Keim

Nowadays, large document collections, such as research paper corpora and
news feeds, grow at high rate. Many of these documents contain text and
images for describing facts, methods, or telling stories. It is an exhaustive
task for a user to get an overview of of a larger collection. For instance,
search engines usually show the title of a document together with a small
context of the query terms. With this representation a user has to read only
a portion of the text and is focused on the relevant parts of the documents,
which efficiently allows him or her to differentiate between relevant and non-
relevant documents. While this representation is efficient to browse through
search results, it is not capable to give a quick overview of a document or
even a whole document collection. Reducing the document collection to only
search-centric results allows only little serendipity, the effect of * acquiring
knowledge by accident”.

In cooperation with Daniele Oelke, Christian Rohrdantz, and Andreas Stof-
fel we addressed the problem by finding a suitable representation of each
document in a collection. We developed a technique called DocumentCard
which we described 1.

The positioning of images and texts in a DocumentCard was originally
guided by the goal of compactness. In the reviews of the mentioned pa-
per a more sufficient positioning of terms and images in terms of closeness of
related items was mentioned. To investigate this positioning idea, we (coop-
eration with Iris Adae) extended the well known technology of text clouds to
research an approach where position of terms in a text cloud has a meaning.
Working on the base of news articles we addressed the tasks of finding good
terms, finding good distance measures between terms, and finally finding
good projection technologies of high dimensionally data into 2D positions.

1H. Strobelt., M. Heilig, O. Deussen Interactive Demo: Stay in Touch with InfoVis
— Visualizing Document Collections with Document Cards. In VisWeek 2010
Interactive Demos, October 2010.
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1.24 Visual Analytics of Patterns in High-dimensional
Data

Andrada Tatu (tatu@inf.uni-konstanz.de)
Supervisor: Prof. Dr. Daniel Keim

The extraction of relevant and meaningful information out of high-dimen-
sional data is notoriously complex and cumbersome. The curse of dimension-
ality is a popular way of stigmatizing the whole set of troubles encountered in
high-dimensional data analysis; finding relevant projections, selecting mean-
ingful dimensions, and getting rid of noise, being only a few of them.
Visual exploration of multivariate data typically requires projection onto
lower-dimensional representations. The number of possible representations
grows rapidly with the number of dimensions, and manual exploration quickly
becomes ineffective or even unfeasible. Visual quality measures have been
recently devised to automatically extract interesting visual projections out
of a large number of available candidates. The measures permit for instance
to search within a large set of scatter plots (e.g., in a scatter plot matrix)
and select the views that contain the best separation among clusters. Using
quality measures, the user is provided with a manageable number of poten-
tially useful candidate visualizations, which can effectively ease the task of
finding truly useful visualizations and speed up the data exploration task.
We developed measures for class-based as well as non class-based scatter
plots and parallel coordinates visualizations!. We also provide an overview
of approaches that use quality metrics in high-dimensional data visualization
and propose a systematization based on a thorough literature review?.
Interesting patterns may be located in subspaces of a large input feature
space. While a rich body of research has been carried out in designing sub-
space clustering algorithms, surprisingly little attention has been paid to
develop effective visualization tools to help analyzing the clustering result.
Appropriate visualization techniques could not only help in monitoring the
clustering process but, they also enable the domain expert to guide and even
to steer the subspace clustering process to reveal the patterns of interest.
To this goal we envision a concept that combines scalable subspace cluster-
ing algorithms and interactive scalable visual exploration techniques. This
work will include the task of comparative visualization and feedback guided
computation of multiple alternative clusterings.

TA. Tatu, G. Albuquerque, M. Eisemann, P. Bak, H. Theisel, M. Magnor, and D. A.
Keim. Automated Visual Analysis Methods for an Effective Exploration of High-
Dimensional Data. IEEE Transactions on Visualization and Computer Graphics
(TVCG), 17(5):pp. 584-597, May 2011.

2E. Bertini, A. Tatu, and D. Keim. Quality Metrics in High-Dimensional Data Visu-
alization: An Overview and Systematization. Proceedings of the IEEE Symposium
on IEEE Information Visualization (InfoVis), 2011.
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1.25 Detection of archaeological objects in
high-resolution remotely sensed images

Igor Zingman (igor.zingman@uni-konstanz.de)
Supervisor: Karsten Lambers, Dietmar Saupe

There is some debate whether or not automated procedures of object detec-
tion in images can be successfully applied to archaeology. In spite of recent
advances of automated object detection in other fields - e.g., detecting peo-
ple, faces, traffic signs etc. in different kinds of images - little progress has
been made in detecting archaeological features in remotely sensed images.
While there are some successful case studies, they are few, and are usually
limited to particular sites without attempts towards wider application.
Meanwhile, the amount and variety of remotely sensed images of potential
interest for archaeology is increasing rapidly. As prices are decreasing, more
and more of these images become affordable for archaeological projects. If
they are to be efficiently used, visual image interpretation must be comple-
mented by automated procedures for routine tasks, such as scanning large
areas for typical, recurrent archaeological objects. Moreover, due to the large
amount of the collected data visual interpretation is frequently not feasible
to complete.

To explore the potential of high-resolution satellite images for automated
object detection, we use, as a case study, recent fieldwork in the Silvretta
Alps. To this end, we focus on ruins of huts and cattle compounds. The
recorded structures serve as ground truth. While each structure is unique,
they share a limited range of geometries in terms of size and shape, making
them a suitable test case for automated detection. Our goal is to identify
sites highly likely to contain architectural remains of our interest to guide
archaeological fieldwork.

In September 2011 we acquired five Geoeye 1 images of our study area, fea-
turing four spectral (VNIR) and a panchromatic band. After pansharpening,
all bands have a spatial resolution of 0.5 m. Geometrical and spectral infor-
mation is used for detection of potential archaeological sites. The first step
toward object detection is texture segmentation, i.e. filtering out textural
regions. Our target objects occur in open areas, so that filtering out urban,
forested and rocky regions greatly reduces the area to be searched. Segmen-
tation is achieved by using mathematical morphology to measure texture
evidence. In the second step local image features are extracted from the
remaining areas of interest and grouped into larger curvilinear features. To
each image point, the following search will assign likelihood values of forming
rectangular or convex structures corresponding to archaeological objects of
our interest. This likelihood map is then used to visually validate archaeo-
logical objects in the images and in the field.
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Prof. Dr. Uwe D. Hanebeck
Email: uwe.hanebeck@ieee.org
Karlsruhe Institute of Technology
Internet: http://www.grk1194.kit.edu/

"

The research focused by GRK1194 is "Self-organizing Sensor-Actuator-Networks".
Sensor-actuator-networks consisting of numerous small and autonomous de-
vices can be used to monitor and control physical phenomena. To make sure
the requirements can be fulfilled, the system should be efficient, reliable, and
cost-effective. Therefore many issues related to hardware, communication,
and information processing have to be investigated. Accordingly, three sub-
projects of GRK1194 emphasize their efforts in tackling research problems
within these three areas respectively. These include the whole spectrum
ranging from data processing to communication and hardware/software sys-
tem integration.

Research topics also include distributed information processing, query pro-
cessing, content-based addressing schemes, energy efficiency, and self- orga-
nizing middleware. One strong objective of the Training Group is to obtain
integrated solutions that cover several aspects.
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2.1 A Meta-Modeling Approach Supporting C2X
System Design

Harald Bucher (harald.bucher@kit.edu)
Supervisor: Prof. Dr. Juergen Becker

Embedded applications are steadily growing in complexity and currently
causing the usage of Multi-Processor System-on-Chips (MPSoCs) to meet
the requirements on performance and energy efficiency at the same time.
Basically embedded systems consist of some sensor and actuator entities ex-
changing information with the environment, one or more computational en-
tities, e.g. MPSoCs, and some networking entities providing communication
between MPSoCs. An example of such distributed embedded applications is
Car-2-X (C2X). To verify a certain C2X scenario a simulation approach is
usually used. Because of the different domains stated above, there is a lot of
heterogeneity and several simulation models relying on different data and be-
havioral models are needed. Additionally, in case of C2X a traffic domain is
required. To describe the hardware/software system design SystemC! could
be used, which has different data and/or behavioral models than a network,
traffic or an environmental simulation model.

Regarding C2X environments methods are necessary to manage that het-
erogeneity in order to obtain trustful and deterministic simulation results.
Furthermore, because of the computational complexity of the simulation ap-
proach, concepts to provide scalability and acceleration of the overall simula-
tion are needed. That can be accomplished by the usage of multi-resolution
modeling and distributed simulation. There exists a lot of research regard-
ing heterogeneous modeling, abstract modeling and distributed simulation.
However, questions like how to integrate the above methods into one con-
tinuous design flow are still not answered. Therefore the goal is to develop
a meta model allowing the configuration of C2X simulation environments
with its applications. Existing meta modeling environments, such as the
Generic Modeling Environment (GME)?, address automated generation of
domain-specific modeling paradigms and could be reused. The main chal-
lenges are to identify how the multi-resolution aspects must be meta-modeled
and which parts of the overall C2X simulation are allowed to be modeled
more abstractly with less accuracy but also with less simulation time and
which parts must be modeled accurately, e.g. to verify real-time require-
ments. This requires certain constraints in the meta model. Beyond that
the heterogeneity, i.e. the synchronisation schemes and data models of the
different domains have to be meta-modeled properly to get trustful results
regarding a distributed C2X simulation environment.

1Standard SystemC Language Reference Manual, IEEE Standard 1666, 2011.
2The Generic Modeling Environment, http://w3.isis.vanderbilt.edu/projects/gme,/.
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2.2 Control and Estimation in Linear Networked
Sensor-Actuator-Networks

Maxim Dolgov (maxim.dolgov@kit.edu)
Supervisor: Prof. Dr.-Ing. Klaus D. Miiller-Glaser

Networked sensor-actuator-networks with centralized controller and estima-
tor as depicted in fig. 2.1 are often referred to as Networked Control Systems
(NCS). The components of an NCS communicate over unreliable networks
with stochastic packet delays and dropouts. These systems differ from clas-

Z
=

Uy,

Network D

~ Z Uy
Sensor k Plant HAcluaLor

Figure 2.1: Networked Control System with a TCP-like network connecting
the controller and the actuator.

sical control and estimation approaches with hard-wired control loops where
the information exchange between system components is provided instan-
taneously and no information is lost, because the employment of unreliable
networks can degrade system performance and destabilize it, even if the
controller/estimator for an equivalent system with hard-wired connections is
optimal. It is therefore advisable to consider the networks between system
components when designing estimator and/or controller.

My current research concentrates on sequence-based control of linear NCS.
Sequence-based control is an approach to reduce or even overcome network
impacts. Every time step, the sequence-based controller transmits not only
the current control input but a sequence of predicted control inputs. This
way, the actuator can use already received control sequences if a new se-
quence does not arrive in time. Employing state extension, it is possible
to convert such systems into Markovian Jump Linear Systems and hence
methods of stochastic programming can be applied.

For future research, I plan to investigate, nonlinear NCSs and distributed
NCSs. I also want to extend the already obtained optimal solution to lin-
ear NCSs which employ the UDP-like protocol which does not provide any
acknowledgments.
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2.3 Distributed Algorithms for Scheduling in Wireless
Networks

Fabian Fuchs (fabian.fuchs@kit.edu)
Supervisor: Prof. Dr. Dorothea Wagner

A network of (micro-)computers capable of wireless communication is often
considered to be ubiquitous in future homes, workspaces and cities. However,
with such a rise of wireless communication new challenges and constraints
are established for distributed computation.

Distributed algorithms have for decades been mostly designed for CPUs and
wired networks, while realistic models for wireless communication are only
seldom considered so far. In this thesis we consider distributed algorithms
for scheduling in the SINR (Signal-to-Interference-and-Noise-Ratio) model,
which models wireless interference realistically.

In the context of wireless communication, scheduling solves the problem
of media access (i.e., which node is allowed to transmit a signal), which
can be seen as node or edge coloring. Node coloring is considered for local
broadcast schedules, i.e., each node is required to send a message to all
nearby nodes, while edge coloring is considered for link scheduling, where a
given set of transmission requests must be satisfied. The focus of this thesis
is on node coloring and the local broadcasting problem in the SINR model
of interference. Despite initial works, there are still major open problems.
For example whether it is possible the achieve local broadcasting in optimal
O(A) time slots (where A is the maximum node degree in the network), how
to deal with non-uniform power assignments or how to transform theoretical
results into practical solutions.
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2.4 Hybrid Localization in Ad-hoc Networks using
Inertial Sensors

Tobias Géideke (tobias.gaedeke@kit.edu)
Supervisor: Prof. Dr. Klaus D. Miiller-Glaser

Localization of persons or equipment in ad-hoc scenarios, e. g., after an
earthquake still poses many challenges. Especially, when indoor scenarios
are considered where Global Navigation Satellite Systems (GNSS) are not
usable a robust and alternative localization solution is needed. One way to
cope with such situations is to use a wireless sensor network (WSN) with
fixed anchor nodes as reference positions and mobile nodes carried by persons
and objects to be localized (Figure 2.2).
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Figure 2.2: Ad-hoc system concept.

On the other hand, time-of-flight (ToF) measurements have shown more
accurate results but use two way measurements to avoid synchronization
which results in poor scalability. In order to tackle this problem a bi-modal
scheme for hybrid RSS/ToF data fusion is used for localization. The main
idea of the developed approach is to find the equilibrium between inaccu-
rate but efficient RSS measurements on the one hand and precise but more
resource-consuming ToF measurements on the other. The goal is to achieve
superior localization accuracy in comparison to the use of one method alone.
In order to setup the network and also allow for person localization in areas
with low sparse node density data fusion from inertial sensors is used. An
iterative position estimation is obtained by the integration of acceleration
and gyro-measurements. Current research focus lies on system integration
aspects and power consumption improvements with low cost sensors. It can
be concluded that the fusion of various different data sources is a key aspect
for reliable and efficient positioning systems in challenging ad-hoc scenarios.
One of the next steps will be the fusion of ToF-measurements with inertial
data based on different ToF methods (WSN, Ultra Wideband, etc.).
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2.5 Estimation and Scheduling in Sensor-networks
Involving Angular Data

Igor Gilitschenski (gilitschenski@kit.edu)
Supervisor: Prof. Dr. Uwe D. Hanebeck

When considering the problems of dynamic state estimation and sensor
scheduling in sensor networks, classical methods often rely on assuming eu-
clidean state spaces and Gaussian noise. The Kalman filter presents an
optimal estimator in this setting, when a linear system function with addi-
tive noise is considered. Extending this approach to nonlinear estimation
problems is usually done by Linearization (EKF), Deterministic Sampling
(UKF, Gauf filter, Smart Sampling Kalman Filter) or usage of Gaussian
Mixtures.

1(6)

sin(o) -1 " cos®)

In many estimation and control problems, it is of interest to consider angular
data. It naturally appears in sensors with bearings-only measurements and
in pose estimation problems. Classical nonlinear estimation techniques and
distribution assumptions do not consider the periodic nature of circular data.
One of the reasons is that the Gaussian Distribution is not the natural limit
distribution for limit theorems on the circle. Thus assuming a Gaussian noise
yields suboptimal results for processing noisy angular data.

We focus on developing estimation and control techniques based on circular
distributions, like the Wrapped Normal distribution, the Von Mises distri-
bution or the Bingham distribution. This distributional assumptions lead
to better estimation results due to consideration of angular nature of the
underlying data. Furthermore, the wrapped normal distribution is a limit
distribution for a circular equivalent to the central limit theorem.
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2.6 Shared Reconfigurable Sensor-Actuator Networks

Chih-Ming Hsieh (chih-ming.hsieh@kit.edu)
Supervisor: Prof. Dr. Jorg Henkel

After more than one decade of the development, the sensor networks has
been extended to the Cyber-Physical-Systems (CPS) and the Internet of
things (IOT) where the embedded devices are not only able to manipulate
the physical environment but also able to be accessed through the Internet.
These extensions imply that the sensor-actuator networks are more capable
of processing the environmental phenomena and are better integrated with
other networks. Sharing the sensor-actuator network infrastructures become
a reasonable solution to save the deployment costs. For example, in the
Smart Cities project, the sensors and actuators are virtualized as resources
and provide open standard APIs to the middle-ware platform. The develop-
ers can use the middle-ware services to build the applications for the citizens
(end users) and the city manager (administrators). Since the applications
across different domains may share the same set of the sensors/actuators, the
sensor/actuator nodes should be able to adapt to the changing requirements
of the various application sets. Therefore, the nodes should be capable of
adjusting their behaviors according to the application requirements.

On the other hand, due to the recent advance of the Field Programmable
Gate Array (FPGA), it is possible to perform the low-power hardware accel-
erations using flash-based FPGA which consumes power at milliwatt-level in
active mode and at microwatt-level in sleep mode. Following this trend, it
is foreseeable that the flash-based FPGA will be used in the scenarios where
the reconfiguration will be beneficial in terms of the energy efficiency and
the flexibility. In shared sensor-actuator network infrastructures, the nodes
should adjust their behaviors based on the running applications. Using the
reconfigurable nodes can change the hardware configuration at run-time and
accelerate certain tasks to improve the energy efficiency.

The focus of this thesis is to bring the reconfigurable accelerations to the
shared sensor-actuator networks. To fulfill the changing requirements of the
running applications, the sensor-actuator nodes can decide whether to recon-
figure the FPGA fabric to accelerate certain tasks in order to improve the
performance and the energy efficiency. However, to decide when to reconfig-
ure and which accelerator to use under the resource constraints is challeng-
ing. In addition to that, how to disseminate and store the various versions of
configuration in the network and how to design a reconfigurable architecture
to reduce the reconfiguration overhead are important issues to be solved. In
this thesis, we are going to develop a self-organized system in the shared re-
configurable sensor-actuator networks addressing the aforementioned issues
to improve the performance and the energy efficiency.
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2.7 Anomaly Detection in Sensor Networks

Fabian Keller (fabian.keller@kit.edu)
Supervisor: Prof. Dr. Klemens B6hm

This subproject considers sensor networks from the point of view of data
mining. In particular, the focus is on the topic of anomaly detection, which
is one of the major subtopic in data mining. The goal of this research project
is to develop novel anomaly detection approaches that are tailored to the
specific demands in sensor networks. Compared with other applications, the
demands for anomaly detection in sensor networks can be summarized by
the issues of (1) the dimensionality of sensor space and (2) the temporal
nature of sensor data.

The first challenge, the dimensionality of the sensor space, refers to the fact
that in modern sensor applications a sensor typically no longer measures a
single quantity; it is more and more common that a sensor gathers several
quantities simultaneously and the amount of quantities increases steadily
with the complexity of the sensors. The resulting high dimensional feature
space is an essential challenge in anomaly detection, subsumed by an effect
known as the curse of dimensionality. As a first step to tackle this problem,
we identified dependency analysis of sensor readings as promising solution to
improve the quality of anomaly detection. We have shown that the existence
of non-trivial sensor anomalies, i.e. anomalies hidden in high-dimensional
spaces, require dependencies amongst the sensor attributes. To this end, we
develop techniques to detect dependencies in sensor attributes.

The second challenge, the temporal nature of sensor data, describes the
effects introduced by the infinite stream property of sensor readings. In
general, it would be desirable to perform an anomaly detection approach
on-line, i.e., directly on the sensor nodes. This has several implications:
First, the approach has to deal with the limited resources of a sensor node
— access to the whole (potentially infinite) history of sensor readings is not
possible. Instead, it is necessary to develop sensor stream summarization
techniques, which capture information of the past in a limited way while
providing sufficient information to maintain high anomaly detection quality.
The second implication is that anomaly detection must be aware of changes
in the observed system itself. For instance, there might be seasonal effects in
the data, which means that normal/anomalous behavior cannot be modeled
statically. Instead the models must be adapted continuously to the observed
states of the system.
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2.8 Correlation Analysis based on Cumulative
Distributions with Applications on Sensor Data

Hoang Vu Nguyen (hoang.nguyen@kit.edu)
Supervisor: Prof. Dr. Klemens Béhm

Correlation analysis is an important task for studying multi-dimensional
data where one is interested in mining dependencies among attributes. Such
dependencies in turn not only indicate the existence of interesting patterns
but also help us compress the data for better storage as well as processing.
Despite the importance of correlation analysis, most of existing techniques,
however, focus only on linear correlation. While such restriction permits
efficient computation of correlation coefficients, it likely misses non-linear
and complex dependencies due to its simplified assumptions. While recent
methods have been proposed to tackle the issue, they nevertheless are too
expensive for very large and high-dimensional data sets. Furthermore, they
rely on probability distribution functions (PDFs) which are usually unavail-
able and need to be estimated. Estimation techniques such as discretization
and kernel density estimation in turn are prone to knowledge loss and the
curse of dimensionality.

In this work, we focus on correlation analysis for very large and high-dimensional
continuous-valued data. Since the data in consideration is continuous-val-
ued, i.e., its PDFs are not available at hand, we propose to use its cumulative
distribution functions (CDFs). CDFs have the advantage that they can be
computed directly on empirical data. In particular, we aim at devising novel
correlation measures based on CDFs that can be practically computed in
closed forms. Since real-world data contains complex dependencies among
its attributes, we focus on correlation measures that are able to capture both
linear as well as non-linear correlation. In addition, we target at developing
efficient methods for mining attribute dependencies on very large and high-
dimensional data. This is to ensure the applicability of our research to the
big data issue that has raised many practical challenges for traditional data
analysis techniques. To empirically evaluate our work, we conduct exper-
imental study on data collected from sensor networks in various domains,
e.g., energy consumption, chemistry, climate, and physical activity monitor-
ing. Studying such data is beneficial for improving the battery life of sensors
as well as amending the process of collecting and storing sensor data.
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2.9 Graph Embeddings for Routing in Wireless
Networks

Roman Prutkin (roman.prutkin@kit.edu)
Supervisor: Prof. Dr. Dorothea Wagner

Routing messages is one of the most basic tasks a network must be able to
perform. In wired networks, routing typically relies on a hierarchical address
space, distinguished router nodes or precomputed routing tables. In ad hoc
and wireless networks, however, these assumptions often do not hold, e.g.
sensors act not only as origins and destinations of messages, they have to
play the role of routers as well.

Geometric routing is a family of methods for routing in wireless networks.
It uses geographic coordinates of a node as its address. The easiest strategy
is Euclidean greedy routing: a message is always being passed to a neighbor
closer to the destination. However, this approach is problematic, since GPS
antennae are both expensive and cause high energy consumption. Also, a
message can get stuck at a void. Greedy embedding tackles these issues by
mapping vertices to a metric space such that greedy routing on these new
virtual coordinates always works.

The question about the existence of greedy embeddings for various metric
spaces and classes of graphs has attracted a lot of interest from researchers
in graph theory and computational geometry. For example, a long-standing
conjecture on the existence of greedy embeddings of 3-connected planar
graphs in R2? has been resolved. However, many theoretical questions re-
main open, e.g.: Does every 3-connected planar graph have a planar convex
greedy embedding? Is it possible to characterize all graphs that admit a
Euclidean greedy embedding?
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2.10 Distributed Kalman Filtering

Marc Reinhardt (marc.reinhardt@kit.edu)
Supervisor: Prof. Dr. Uwe D. Hanebeck

Decentralized processing of data is one of the main challenges in today’s
strongly interconnected world. The collection of data at distributed sensor
nodes about a specific phenomenon is an important aspect. Usually, the
value of information decreases over time and when information stems from
only a few sources, strong dependencies exist between different data sets.
Due to these effects, challenges arise that must be taken into account when
data sets are fused in order to harvest as much information as possible.
Distributed estimation of a physical phenomenon is one of the main chal-
lenges. In this regard, I am concerned with optimizing the processing of
measurements at the sensors, minimizing data traffic between the nodes, and
finding fusion rules for locally derived information. When a common phe-
nomenon is estimated at spatially distributed nodes, dependencies arise from
past data exchanges and/or a common evolution model of the phenomenon.
When sensors ignore the correlations, even for linear models, inconsistent
and bad estimates are obtained by the sensor network.

Depending on the available information about the models, the complexity
of the algorithms, the communication bandwidth in the sensor-network and
so forth, different approaches are pursued in literature. In my work, I pri-
marily focus on 1) the fusion of estimates under unknown correlations and
2) strategies for the overall processing of measurements in order to minimize
the mean-squared-error at a dedicated sink.

In diverse estimation scenarios such as SLAM or large-scale systems, it is
expensive and sometimes even impossible to store dependency information
between estimates. When this information is discarded, suboptimal fusion
methods that minimize the expected uncertainty are applied. While Covari-
ance Intersection is a popular representative in this category, I pursue the
idea of utilizing some (easy to maintain) dependency information in order
to yield more precise estimates and bounds.

In the second direction, I proposed an approach that takes into account
the dependencies and optimizes the local filtering at the sensors according
to an assumed sensor network capacity while consistent quality bounds are
provided. This way, the estimation performance is significantly improved
compared to state-of-the-art track-to-track fusion approaches.
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2.11 Energy Efficiency in Wireless Sensor-Networks

Farzad Samie (samie@kit.edu)
Supervisor: Prof. Dr. Jorg Henkel

Wireless sensor networks consist of several small battery-powered sensor
nodes which are deployed over geographic areas to sense the environment
and transmit the gathered data to a remote receiver. Network lifetime is
a primary metric to evaluate the performance of sensor networks and since
sensor nodes are often battery powered devices, their lifetime is strongly re-
lated to their energy consumption. Hence, reducing energy consumption and
distribution of power among nodes is a major concern in sensor networks.
Focusing on sensor node (hardware architecture, algorithms, etc), we aim at
improving energy efficiency and power reduction in wireless sensor networks.
Since wireless sensor network environments are dynamic in nature, the quan-
tity and type of targets may change frequently, requiring many system re-
configurations. This property causes a trend to use reconfigurable (FPGA-
based) sensor nodes, especially in computation intensive applications. We
alm at exploiting new energy efficient solutions for sensor nodes in wireless
sensor networks to reduce the energy dissipation and prolong the lifetime
of wireless sensor networks. Using these new technologies in wireless sensor
network domain will arise some problems and cause some challenges that
should be addressed by researchers. For instance, high energy overhead as-
sociated with reconfiguration in FPGA-based sensor nodes is one of those
challenges.

Wireless sensor networks are supposed to work in harsh environments under
extreme heat and cold which will result in significant change in performance
and energy consumption characteristics of sensor nodes. It necessitates us-
ing adaptive online approaches rather that static, design-time solutions for
energy management in sensor networks. We concentrate on emerging tech-
nologies, hardware architectures, online and adaptive algorithms for reduc-
ing power or energy consumption in sensor nodes to enhance their battery
lifetime and therefore the lifetime of wireless sensor networks.
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Natural cognitive systems combine the input of the different sensory systems
as each modality provides information about different aspects of the world
and as the different senses can jointly encode aspects of events. As each
modality uses specific representations, information needs to be transferred
into codes that permit the senses to interact. Corresponding problems arise
in human communication when information is expressed via formats like lan-
guage and graphics.

We investigate cross-modal processes in natural and artificial cognitive sys-
tems, focusing on phenomena of dynamics, learning, memory and commu-
nication. These principles of cross-modal processing are central to under-
standing and building new cross-modal intelligent systems. Furthermore,
we investigate principles for designing and realizing multi-modal environ-
ments for human-computer interaction. The research programme aims at
understanding the biological mechanisms of cross-modal processing, its role
in perception and behavioural control and the use of multi-modal repre-
sentations in communication and problem solving. We also design models,
implement algorithms and investigate architectures for robust artificial sys-
tems which facilitate a smooth and efficient cooperation and communication
between humans and artificial systems.

Cross-modal Interaction in Natural and Artificial Cognitive Systems (CIN-
ACS) combines the relevant methods, in particular behavioural techniques
including EEG, MEG, fMRI, cognitive and computational simulation, arte-
fact construction, computer and robot experiments. This is possible be-
cause CINACS comprises neuroscience, bio-engineering, psychology, linguis-
tics, computer science and robotics. In the cooperation among CINACS
PhD projects, we are focusing on top-down control of cross-modal process-
ing, cross-modal binding, adaptivity of cross-modal processes, cross-modal
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representations, multi-modal communication, multi-modal BCI, cross-modal
decision making and executive control.
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3.1 A Lamprey Spinal Generator with Sensory
Feedback for Adaptive Locomotion

Guoyuan Li (1i@informatik.uni-hamburg.de)
Supervisor: Jianwei Zhang

Animals exhibit various highly efficient methods of locomotion, such as walk-
ing, crawling, flying and swimming by means of rhythmic oscillation of their
articulation. From the morphologcial point of view, their modular topology,
featuring an advantageous distribution of body mass and a large amount of
contact points, allows them to move adaptively in complex environments.
In biology, neurobiological studies have shown that in animals, rhythmic
movements are generated by a group of neural networks, called central pat-
tern generator (CPG), which is able to produce coordinated rhythmic signals
without any sensory inputs. Although sensory feedback is not necessary in
CPGs, it indeed plays a role in altering CPGs to deal with environmental
perturbations!. In robotics, the CPG-based control method is considered
as an elegant solution for online gait generation?. It is a decentralized con-
trol method that is well suited for robots with a modular implementation.
Meanwhile, CPG models typically have a few control parameters for online
gait modulation and are able to add sensory feedback. In existing literature,
several famous CPG models, such as Ekeberg’s model, Matsuoka’s model
and Ijspeert’s model, have been thoroughly studied for locomotion control
in robots in the past decade.

In this work, we propose a CPG model derived from the spinal cord of lam-
preys as the controller of limbless robots. The CPG model not only possesses
explicit parameters for modulating the output, including the tuning of am-
plitude, period, phase difference and offset, but also provides a solution for
sensory feedback integration with the help of biological findings in lampreys.
Since force sensors are mounted on the bottom of the robot, sensory informa-
tion is available during the locomotion. We bridge the sensory information
and the CPG model by means of additional sensory interneurons. In order to
learn the mapping between sensory information and sensory feedback to the
CPG model, we use a genetic algorithm to obtain CPG parameters. Simula-
tion results show that after parameter evolution, the sensory information can
modulate the CPG model appropriately and thus help the robot to adapt to
the environment.

1S.L. Hooper (2000): Central pattern generators. Current Biology, vol. 10, no. 5, pp.
176-177.

2A.J. Ijspeert (2008): Central pattern generators for locomotion control in animals and
robotics: a review. Neural Networks, vol. 21, pp.642-653.
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3.2 The Influence of Pre-Stimulus Oscillatory Brain
States on Pain Perception

Philipp Taesler (p.taesler@uke.uni-hamburg.de)
Supervisor: PD Dr. Michael Rose

The processing of information in natural cognitive systems is closely related
to the percept that is created from sensory information originating in the
outside world!. As for the human brain, the oscillatory brain state at the
moment of sensory input has been shown to substantially influence the subse-
quent perception®. The aim of our study is to use visual feedback of selected
parameters of oscillatory brain states to enable the participants to voluntar-
ily modulate their brain activity — and subsequently their perception. Other
studies were able to show that this approach is viable 3, and using non-
invasive brain-computer-interface (BCI) technology to modulate one’s own
perception can yield valuable insights into the composition of perception,
but also possibly bring in suggestions for BCI control of external electronic
devices.

In our study we will conctentrate on the perception of pain — being clinically
relevant as well as an important factor in behavioural regulation.

In a three step paradigm we will first contrast a pain with no-pain condition
and analyse electroencephalography (EEG) data from 64 electrodes in the
time-frequency-domain for markers of differential perception. In a second
step these preliminary results will then be tested by monitoring the identi-
fied EEG markers in real time while presenting painful stimuli of constant
intensity upon detection of particularly high and low oscillatory activity in
the frequency and spatial region of interest. If the predictive power of the
previously identified markers will reflect in the collected behavioural data,
we will continue with six consecutive training sessions which are supposed
to enable the participants to learn to control their brain activity and thus to
modulate their perception of pain. In a pre-post-test paradigm the specifity
and success of this training will then be evaluated.

If this series of experiments proves to be successful, we will then try to
connect the resulting capability to modulate pain to the underlying neural
correlate by re-running a training session in a functional magnetic resonance
imaging (fMRI) setting.

1Kandel, E. R., Schwartz, J. H., & Jessell, T. M. (Eds.) (2000). Principles of Neural
Science (pp. 1-35). New York: McGraw-Hill.

2Linkenkaer—Hansen, K., Nikulin, V. V., Palva, S., Ilmoniemi, R. J., & Palva, J. M.
(2004). Prestimulus Oscillations Enhance Psychophysical Performance in Humans.
The Journal of Neuroscience, 24 (45), 10186—-10190.

3Salari, N., Biichel, C., & Rose, M. (2012). Functional dissociation of ongoing oscilla-
tory brain states. PloS one, 7(5), €38090.
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3.3 Three Dimensional Robotic Mapping

Junhao Xiao (xiao@informatik.uni-hamburg.de)
Supervisor: Jianwei Zhang

Three dimensional (3D) mapping is one hot topic in mobile robotics which
aims to provide the robot 3D maps for localization, path planning and nav-
igation, especially for service robots. A number of objects with planar sur-
faces can be found in both indoor and urban environments; this thesis deals
with the 3D mapping problem based on the surfaces.

The first research question focuses on fast planar patches extraction. Fol-
lowing the route of region growing segmentation in image processing, two
region growing based plane segmentation algorithms have been proposed:
First, one sub-window based region growing algorithm, i.e., the cloud is di-
vided into sub-windows and coplanar sub-windows are clustered based on
region growing, has been published!; Second, a hybrid region growing algo-
rithm, i.e., both sub-windows and single points are considered during region
growing, has been submitted?.

The second research question focuses on scan registration, based on at-
tributed planar patches (resulting from the above-mentioned algorithms).
Planar segment correspondences between overlapping point clouds are de-
termined by a search algorithm, and are used to compute the transformation.
The correspondences are searched globally to maximize a spherical correla-
tion like metric, by enumerating solutions derived from potential segment
correspondences. A brief introduction of this approach has been published?,
and a detailed description has been accepted?.

The third step will focus on closure detection, i.e., place recognition. To deal
with this problem, the area of each planar patch will be calculated. The
idea is to construct a global descriptor for each point cloud similar to 3D-
NDT histogram. The descriptor is a feature histogram which encodes area
distributions for selected directions on 2-sphere. Then descriptor comparison
is measured as Euler distance between normalized feature histograms.

1Junhao Xiao, Jianhua Zhang, Jianwei Zhang, Houxiang Zhang and Hans Petter, “Fast
plane detection for SLAM from noisy range images in both structured and unstruc-
tured environments”, In International Conference on Mechatronics and Automa-
tion, Beijing, China, Aug., 2011.

2Junhao Xiao, Jianhua Zhang, Benjamin Adler, Houxiang Zhang and Jianwei Zhang,
“3D point cloud plane segmentation for SLAM in structured and unstructured envi-
ronments”, submitted to Robotics and Autonomous Systems.

3 Junhao Xiao, Benjamin Adler, Houxiang Zhang, “3D point cloud registration based on
planar surfaces”, in IEEE International Conference on Multisensor Fusion and
Information Integration, pp. 40-45, Hamburg, Germany, Sept., 2012.

4 Junhao Xiao, Benjamin Adler, Houxiang Zhang, Jianwei Zhang, “Planar segments
based 3D point cloud registration in outdoor environments", Journal of Field
Robotics (accepted on March 7, 2013).
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3.4 Haptic-sonified Virtuals Environment for Spatial
Knowledge Acquisition of Blind and
Visually-impaired people

Junlei Yu (jyu@informatik.uni-hamburg.de)
Supervisor: Prof. Dr. Christopher Habel

The spatial knowledge of one’s own apartment is crucial for daily life. But
for visually-impaired people, to acquire spatial knowledge of such an envi-
ronment could be frustrating.

Many scientists and researchers have proposed that other perceptual chan-
nels could be utilized to compensate the absence of sight for people with these
kinds of special needs. Since the end of the last century, a large number of
assistance systems and human computer interactions, which communicate
and interact with users via the sense of touch and the sense of hearing, have
been emerging?!.

This project introduces a haptic-sonified human computer interaction sys-
tem, which is designed and implemented to help people acquire spatial knowl-
edge of novel small-scale apartments without visual observation. Virtual
2.5-D apartment models are made according to realistic floor plans. Hap-
tic force feedback will be rendered when users touch the virtual model by
a joystick. During the exploration, specific auditory assistance information
could be invoked in prescribed areas. Categorical knowledge is uttered in
the form of Text-To-Speech assistance, while analogical knowledge is repre-
sented by sonification. Spatial overlapping constellations involving two or
three different types of entities are investigated in detail?.

Blindfolded university students are invited to explore the virtual models of
empty apartments. Reproductions of the floor plans confirm a good perfor-
mance in spatial knowledge acquisition. Through a focus group study with
blind and visually-impaired students, as well as the teachers, at the Shang-
hai School of the Blind, positive feedback was acknowledged. Furthermore,
information about power-outlets and furniture pieces is regarded as criti-
cally relevant and expected as adds-on of the current virtual model of empty
apartments only with windows and radiators.

lyu, J., Habel, C. (2012). A Haptic-Audio Interface for Acquiring Spatial Knowledge
about Apartments. In C. Magnusson, D. Szymczak, & S. Brewster (Eds.), Haptic
and Audio Interaction Design (pp. 21-30). Springer Berlin Heidelberg.

2vu, J., Lohmann, K., Habel, C. (2013) Using Sonification and Haptics to Represent
Overlapping Spatial Objects: Effects on Accuracy. In Stephanidis, C., Antona, M.
(Eds.) Universal Access in Human-Computer Interaction. (to appear)
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3.5 Evaluating computational models of sensorimotor
contingencies

Stefan Skoruppa (sskoruppQuke.de)
Supervisor: Andreas K. Engel

Cognitive neuroscience plays an increasingly important role in artificial intel-
ligence (ATI), for example in the development of new computational models
aimed at explaining cognitive behaviour. Consequentially, the field of Al
research has adopted a more connectionist and embodied viewpoint. How-
ever, the influence of neuroscience on Al is bidirectional, in the sense that Al
models provide us with the opportunity to study cognitive processes through
the use of computational models. One promising new approach in the field
of cognitive neuroscience is O’ Reagan and Noe’s (2001) Sensorimotor Con-
tingency Theory. In contrast to other established theories of human percep-
tion, the authors suggest that perception and action are inseparably linked.
More specifically, perceiving is mastering the law-like relations between ac-
tions and resulting changes in sensory input. These law-like relations have
been termed "sensorimotor contingencies" (SMCs). This approach is not
only of great relevance in further understanding what constitutes human
perception, but it also suggests an alternative to the "perceive-think-act"
control architecture commonly used in the field of robotics for example. Our
studies focus on evaluating computational models based on this theory and
applying them on a robotic platform to evaluate cross-modal information
processing, self-perception and organization of sensorimotor space. One aim
of our experiments is to extend the sensory input with visual features to
study the effect of multimodal processing on the behaviour of the robot.
As a consequence of using vision the need for an efficient feature extrac-
tion method arises for compressing this high bandwidth visual information.
Therefore, methods for extracting structures from images, like optical flow
or color histograms will be evaluated against each other for usefulness in the
SMC context. With multimodal sensory input coming from distance sensors
as well as camera images, it is planned to investigate the robot acquiring
object-related SMCs to distinguish simple objects. This approach will be
compared to traditional object recognition techniques. It is expected that
the SMC-controller architecture for the robot and the multimodal sensory
input will result in a more robust and efficient performance leading to a
better recognition of simple objects. For the experiments we will use the
robotic platform Robotino equipped with an omnidirectional wheel drive, a
webcam, nine distance sensors, and a collision detector. These studies will
take place in an indoor environment consisting of a homogenously coloured
floor and white walls with relatively few visual salient features.
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3.6 Multi-Sensory Integration For Orientation and
Action Selection Inspired By The Superior
Colliculus

Johannes Bauer (bauer@informatik.uni-hamburg.de)
Supervisor: Prof. Dr. Stefan Wermter

the In vertebrates, the superior colliculus (SC) is a mid-brain region which
receives direct and indirect input from the visual, auditory, and tactile sen-
sory modalities. Together with other brain areas up- and downstream, it
localizes sources of cross-sensory stimuli, decides which ones to attend to,
and initiates orienting movements accordingly.! The SC has been a focus
of research in neurophysiology, behavioral psychology, and computational
modeling. It is expected that findings about the SC can guide research on
other brain regions.?

The human brain as an information processing system surpasses the capa-
bilities of today’s computers in many ways. One example is sensory-motor
processing, where humans and other animals display striking robustness,
flexibility, and efficiency. Modeling the SC, which is at the heart of sensory-
motor control and multi-sensory convergence in vertebrates, thus promises
great insights into ways to improve performance in artificial systems.

We have presented an extension of Kohonen’s unsupervised Self-Organizing
Map (SOM).® This SOM extension learns to optimally combine localiza-
tions from different sensory modalities.* In as of yet unpublished work, we
have developed this idea into a SOM-based unsupervised ANN which learns
latent-variable models from high-dimensional input. Given a data point, the
network computes a probability density function (PDF) for the latent vari-
ables, and represents that PDF in its output. It needs no knowledge of the
noise properties of its input. This ANN can be seen as an abstract model
of the SC. Indeed, it manages to naturally replicate well-known properties
of SC neurophysiology. In the future, we want to validate our model in
robotic orientation experiments. We also want to further extend our model
to aspects relating to attention and contextual knowledge and study ways of
increasing biological plausibility.

1The Merging Of The Senses (22 January 1993) by Barry E. Stein, M. Alex Meredith

2Ear1y Experience Affects the Development of Multisensory Integration in Single Neu-
rons of the Superior Colliculus In The New Handbook of Multisensory Processing (1
June 2012), pp. 589-606 by Barry E. Stein edited by Barry E. Stein

3Essentials of the Self-Organizing Map Neural Networks, Vol. 37 (January 2013), pp.
52-65, by Teuvo K. Kohonen

4A SOM-based Model for Multi-sensory Integration in the Superior Colliculus In The
2012 International Joint Conference on Neural Networks (IJCNN) (June 2012), pp.
1-8, by Johannes Bauer, Cornelius Weber, Stefan Wermter
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3.7 Investigation of Haptic Graph Comprehension
Through Co-Production of Gesture and Language

Ozge Alacam (alacam@informatik.uni-hamburg.de)
Supervisor: Prof. Dr. Christopher Habel

Documents combining text and pictorial (re-)presentations, such as graphs,
diagrams, or maps, are wide-spread in print media and in electronic media.
In addition to text-graphics documents, in many communication settings,
e.g., conference presentations or classroom settings, spoken language, de-
pictions and often also gestures, accompany each other forming multimodal
communication acts. Various modalities are intertwined in communication
settings, including communication through line graphs. The investigation
of gestures, eye movements, language and haptic exploration in interaction
has the potential to provide insights for human interpretation of the rep-
resented information that has a direct contribution on multimedia design.
One of the fields, profited by these researches, is multimedia design for blind
and visually impaired people. The graphical representations are used as a
basic material to elaborate the information, which is hard to express within
text only. Therefore, to provide access to graphical representations for blind
people is one of the important topics of this field. Haptic graphs are consid-
ered as an efficient medium that provides access to the visual representations
presented through haptic modality. However haptic representation has lower
bandwidth compared to visual modalities, since the haptic exploration is se-
quential, while visual perception allows the perception of both local and
global information about graph at one glance. Therefore, visual representa-
tions can be considered as superior in the amount of conveyed information.
In order to bridge this gap and present coherent information to the haptic
graph readers, haptic graphs should be accompanied by alternative modali-
ties such as verbal/audio modalities.For designing haptic graphs augmented
by audio assisitance (sonification or speech) it is necessary to determine,
which information depicted by the graph or by segments of the graph, are
appreciated as important 1.

To conclude, a systematic investigation of the interaction between modalities
in communication through graphs has the potential to contribute to identi-
fying design principles for multimodal communication settings that facilitate
efficient and effective communication of information since experiments give
evidence about the content relevant to the conveyed information (in partic-
ular the question what should be communicated by language).

1Haloel, C., Acarturk, C.: Towards Comprehension of Haptic Multiple-line Graphs. In
Goncu, C., Marriott, K. (Eds.), Proceedings of the Diagrams Workshop on Accessible
Graphics: Graphics for Vision Impaired People. Kent, UK (2012)
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3.8 Event Recogpnition during Exploration of Pictorial
Representations in Virtual Haptic Environments

Matthias Kerzel (kerzel@informatik.uni-hamburg.de)
Supervisor: Christopher Habel

Pictorial representations are widely used in human problem solving. For
blind and visually impaired people, force-feedback devices, such as the Sens-
able PHANToM, can provide perceptual access to graphical representations
like maps, graphs, and diagrams. In contrast to visual perception, haptic per-
ception in virtual environments is local and sequential. The explorer has to
integrate local information over the course of an exploration into a coherent
‘picture’. This makes exploration of complex spatial arrangements difficult.
Verbal assistance and sonification can help to overcome this problem by in-
forming the user of facts that are not easily perceived during exploration®.
Due to the nature of force-feedback devices, the classical human-computer
interaction paradigm WIMP (Window, Icon, Menu, Pointing Device) is not
applicable for the proposed interaction scenario, as the pointing device is
at the same time used to explore the haptic representation. Instead the
computer acts like an intelligent and proactive partner: While the user ex-
plores a haptic representation, the system observes the exploration process
and builds up a propositional representation of the current exploration situ-
ation. Based on these representations the system can interact with the user
using speech or non-linguistic sound. The central prerequisite for realizing
powerful assistive interaction is monitoring the users’ haptic exploration to
recognize exploratory events.? This is achieved using a rule based approach
for complex event detection, based on a qualitative spatial model of pictorial
representations.

THabel, C., Kerzel, M., & Lohmann, K. (2010). Verbal assistance in tactile-map ex-
plorations: A case for visual representations and reasoning. In K. McGreggor &
M. Kunda (eds). Proceedings of AAAI Workshop on Visual Representations and
Reasoning. AAAI-Conference 2010 (Atlanta, GA, USA).

2Kerzel, M. & Habel, C. (2011). Monitoring and Describing Events for Virtual-
Environment Tactile-Map Exploration. In A. Galton, M. Warboys & M. Duckham
(eds.). Proceedings of Workshop on ’Identifying Objects, Processes and Events’,
10th International Conference on Spatial Information Theory. (Belfast, ME, USA).
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3.9 In-hand Manipulation Learning from Human
Demonstration

Gang Cheng (cheng@informatik.uni-hamburg.de)
Supervisor: Jianwei Zhang

To manipulate an object with a hand, the object has the leading role; it can
be moving, rotating or deforming over a period of time. The driving force
in all this is the hand. Resulting from different contact areas or different
magnitudes of force at the moment, the object is being handled.

However, in terms of different applications, in-hand manipulation models still
require improvement. Even if each state of in-hand manipulation looks easy
to our human eyes, they should be converted into an understandable way for
a robot. Besides, the information acquired from different sensing channels
should be merged as a continuous and reasonable operating sequence, which
will instruct the robotic humanoid hand to perform, simulate or refine itself.
Nevertheless, the data from different channels are incosistent, so here is
another problem that needs to be solved.

The in-hand manipulation model will be presented as “State-Action Transi-
tion Network”, which can be known as the reaction mechanism during the
whole process of manipulation. Then what has been recorded correctly will
be integrated into the model and organized after analysis.

Specifically, our solution is named “State-Action Gist”. This concept includes
the important but compact knowledge of the process of in-hand manipula-
tion. Action gist indicates the key finger moving directions sequentially,
and meanwhile state gist describes the corresponding object, hand and the
interactive information, e.g. object moving direction, contact state.

After we extract “State-Action Gist”, we have the necessary knowledge to
teach the robot to train itself to realize the manipulation task. Therefore,
the next step is called “motor babbling learning”. In this step, the robot
hand just needs to find the corresponding parameters to command the finger
movement, so as to translate the object state from the beginning to the target
state. Because the scale of the parameters is large, we cannot find an absolute
optimization algorithm. In stead, we employ a swarm algorithm. Since the
algorithm tries and approaches a good solution gradually, we assume the
process is a babbling process.
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3.10 Statistical Semantic Parsing on Wide-Domain
Data

Sebastian Beschke (beschke@informatik.uni-hamburg.de)
Supervisor: Wolfgang Menzel

Semantic parsing is the task of constructing a formal meaning representation
from a natural language text. This work is concerned with supervised statis-
tical semantic parsing: systems that cast the task of semantic parsing as a
machine-learning problem and learn from data annotated with full meaning
representations.

One problem that has been limiting research on statistical semantic parsing
is the scarcity of such annotated data. This work circumvents this problem
by using automatic annotation performed by a (non-statistical) semantic
parsing tool called Boxer!. Although the annotations thus generated are
imperfect, they should suffice to serve as training data for a statistical se-
mantic parser.

Automatic annotation provides the basis for an evaluation of extant statisti-
cal semantic parsing methods. As the meaning representations generated by
Boxer are considerably more complex than those used in prior research, they
may be gradually simplified in order to find the right balance between ex-
pressiveness of the meaning representation and performance of the learning
algorithm. The results of this evaluation can then inform further research in
statistical semantic parsing methods.

Applying statistical semantic parsing to wide-domain data also yields oppor-
tunities for new applications. The combination of statistical semantic parsing
with parallel (multilingual) corpora may allow for the training of semantic
parsers for languages other than English and finally lead to applications in
hybrid approaches to statistical machine translation.

1Bos, J. “Wide-coverage Semantic Analysis with Boxer.” In Semantics in Text Process-
ing. STEP 2008 Conference Proceedings, 1:277-286, 2008.
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3.11 Neural Sound Source Localisation for Speech
Processing Based on the Inferior Colliculus

Jorge Davila-Chacon (davila@informatik.uni-hamburg.de)
Supervisor: Stefan Wermter and Jindong Liu

Audition, among other perceptual processes, allows animals to generate an
internal representation of their environment. From this rich representation
vast amounts of noise and persistent information are filtered out. This dy-
namic process is crucial for animal survival and for spoken communication
L. The same perception-action loop is important for autonomous robots de-
ployed in dynamic environments and in general for human-robot interaction.
In the case of humanoid robotics, we can take advantage of the richer percep-
tual representations produced by their embodiment and facilitate communi-
cation with humans. Particularly, we are interested in the robotic Cocktail
Party problem, i.e. the segregation of a speech source from a background of
noise and concurrent speakers. For this matter, there is evidence that sound
source localisation (SSL) can enhance the performance of autonomous speech
recognition (ASR) systems 2.

A head related transfer function (HRTF) can be obtained from any humanoid
robotic platform. The HRTF describes the influence of the robot’s body on
the frequency components of sound captured from a set of spatial locations
around the robot. In previous work we use the spatial cues produced by the
HRTF of a humanoid robot for localising sound sources in space 2. Such
spatial cues are processed with a spiking neural model of the medial and
lateral superior olive for estimating interaural time and level differences.
Afterwards, both cues are integrated in a model of the inferior colliculus
using Bayesian inference. This integration increases the reliability of spatial
cues across sound frequency components for SSL.

The following step in our research is to use SSL for the enhancement of
ASR systems. When knowing the location of a sound source it is possible
to filter out spurious information on different sound frequencies and increase
the SNR of speech 4. Embodied cognition is a powerful computational tool
and a promising approach to the robotic Cocktail Party problem.

1Schnupp, J., Nelken, I. and King, A.: Auditory neuroscience: Making sense of sound.
The MIT Press (2011)

2Shunichi Y., Kazuhiro, N. Hiroshi, T and Hiroshi, G. O.: Assessment of general ap-
plicability of robot audition system by recognizing three simultaneous speeches. In-
telligent Robots and Systems, IROS (2004)

3Davila-Chacon, J., Heinrich, S., Liu, J. and Wermter, S.: Biomimetic binaural sound
source localisation with ego-noise cancellation. International Conference on Artificial
Neural Networks, ICANN (2010)

4Romam, N., Wang, D.L. and Brown, G.J.: Speech segregation based on sound locali-
sation. The Journal of the Acoustical Society of America (2003)
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3.12 Multimodal based Objects Categorization and
Recognition

Haojun Guan (guan@informatik.uni-hamburg.de)
Supervisor: Jianwei Zhang

The ability of extracting features from objects and classifying objects into
different categories plays very important roles in human intellingence. Hu-
man beings can easily find unfamiliar objects and relate them with similar
object categories. This kind of inference underlies an object through its "un-
derstanding". The "understanding" ability is what we want to develop on
an artificial intelligent system/robot.

This thesis is an extension of the PhD thesis of Dr. Jianhua Zhang!, who
has graduated from CINACS last year. In his thesis, he proposed a new
approach for object categorization which he named "Explore Objects and
Categories in Unexplored Enviroments Based on Multimodal Data". The
whole object recognition process has been separated into two steps in his
approach, object detection and category discovery. During the first step,
a set of novel category-independent object features is proposed. Based on
these features, a cross modal co-segmentation method is proposed to detect
and localize category-independent object instances. After the localization of
objects, a dynamic category hierarchy is proposed to improve object recog-
nition.

As mentioned above, this thesis is an extension work of the exsist system.
It focusses on two points which can be improved. The first point is that two
more modals will be used to improve the accuracy of object localization and
description. Audio data will be added to help localize object position and
also as a property of an object to expand the hierarchical framework. Haptic
information will be added into the features of objects to further extend the
attributes of objects, such as material and density. The second point which
will be improved is the time cost of the whole process. Currently the sys-
tem requires a lot of computational reresources to extract features and the
process of training SVM classifiers is also a time-consming task. A possible
approach of reducing the time-cost will be presented in this thesis.

1Jianhua Zhang, Ezplore Objects and Categories in Unezplored Environments
Based on Multimodal Data, PhD thesis, 2012
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3.13 Grasping based on semantic information does not
obey Weber’s law

Christian Flof (christian.floss@uni-hamburg.de)
Supervisor: V. H. Franz, F. Sun

Grasping in humans involves both sensory and higher-level cognitive mech-
anisms. Advances in our knowledge about these mechanisms can be applied
to the development of smart prosthetics and brain-machine interfaces. Here,
we studied the mechanisms that guide the formation of grip size in humans.
In order to prepare an adequate grip size humans normally use visual infor-
mation about object size. Recently it has been found that the processing
of visual size information during grasping violates Weber’s law, a basic psy-
chophysical principle!. Weber’s law states that the uncertainty of a visual
size estimate increases with the size of the object. In grasping, however, the
uncertainty of the grip size does not increase with the size of the object.
This is a very surprising result and qualitative differences in visual coding
mechanisms have been used to account for this dissociation between grasp-
ing and perceptual tasks in terms of Weber’s law. However, in our previous
work we could show that also higher-level, semantic information (e.g. num-
bers indicating the size of an object) can be used to scale the grip size in
an efficient manner even when vision is not available. In this project, we in-
vestigated whether the assumed differences in the visual coding mechanisms
solely account for the dissociation between grasping and perceptual tasks.
Therefore, we compared grasping and a perceptual task (manual estimation)
with and without vision. If the visual coding mechanisms solely account for
the difference between grasping and perceptual tasks, the dissociation should
disappear when there is no visual information about object size. Sixty par-
ticipants grasped objects or estimated the size of the objects with their finger
span (perceptual task) while seeing the object (visual condition) or hearing
numbers indicating the size of the object (semantic condition). Interestingly,
we found the same dissociation between grasping and manual estimation in
terms of Weber’s law regardless of whether the object was visible or not vis-
ible. Besides a general higher uncertainty and a slightly lower slope of the
grip scaling across size in the semantic condition, grasping apparently follows
the same principles as in the visual condition. Consequently, visual coding
mechanisms cannot solely account for the dissociation between grasping and
perceptual tasks in terms of Weber’s law. Other, more task specific aspects
(e.g. integration of haptic feedback) have to be taken into account to shed
light on the violation of Weber’s law during grasping.

1Ganel, T., Chajut, E., & Algom, D. (2008). Visual coding for action violates funda-
mental psychophysical principles. Current Biology, 18, R599-601.
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3.14 An Affordance-Based Conception of Social Space
for Socially-Aware Robot Placement

Felix Lindner (lindner@informatik.uni-hamburg.de)
Supervisor: Christopher Habel and Carola Eschenbach

Social robotics is concerned with problems related to the acceptability of
robots in human-populated environments. As robots become part of human
daily life, traditional approaches to robot navigation and placement planning
turn out to be insufficient. To model socio-spatial constraints for robot
planning, the social science notion of ’social space’ has widely been applied.
Our conception of social space systematically distinguishes four types of so-
cial spaces, i.e., personal spaces associated with persons, activity spaces as-
sociated with activities performed either by humans or by robots (or jointly),
social affordance spaces associated with affordances, and territories associ-
ated with claims of exclusive usage or property. We investigate how these
different notions can be based on a common ground by taking affordances
and normative facts as primitives. The spatial dimension of social space is
axiomatized using mereotopology as a formal mean to qualitatively specify
spatial structures.! We suggest that a wide range of socio-spatial phenom-
ena can be described using this social space framework. As an example, a
personal robot at home should have most reason not to disturb human activ-
ities. It should be aware of blocking action possibilities, e.g., when parking
in front of a light switch making it impossible for a person to reach it.

Our current investigations are concerned with how these requirements can
be met within a unifying ontological framework taking affordances and nor-
mative facts as primitives, and how reasons for socially-aware actions can be
provided to deliberative decision-making modules.

1F. Lindner and C. Eschenbach. Towards a formalization of social spaces for socially
aware robots. In M. Egenhofer, N. Giudice, R. Moratz, and M. Worboys (eds.),
Spatial Information Theory (pp. 283-303), Springer, 2011.
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3.15 Tactile Perception in In-hand Manipulation
System

Junhu He (he@informatik.uni-hamburg.de)
Supervisor: Jianwei Zhang

Touch perception plays an important role in our daily life. It occurs in hu-
man daily life, such as dining, writing, opening a door, putting on clothes
etc. Touch perception provides rich information about the world around us.
In in-hand manipulation, perceptions employed by humans are classified as
touch and visual perception. Visual perception provides an estimation of ob-
jects that is necessary for humans to preliminarily plan their hand actions.
But it is hard to artificially perceive contact based on vision due to object
occlusion and the limits of cameras. Touch perception mainly supplies the
force information between fingers and objects. Even if there is a lack of
visual perception, it is possible to estimate the state of object by means of
touch interaction and prior knowledge.

Inspired from mechanisms of human’s manipulation, the two types of per-
ceptions are usually utilized in robotics, such as the application of in-hand
manipulation. Considerable research has been done based on these percep-
tions for in-hand manipulation. However, most of it relies on precise models.
As a matter of fact, it is impossible to build such precise models for every
object in a realistic manner.

In order to resolve these problems, here a cognition strategy "touch explo-
ration" is presented to help the robot to explore and attain knowledge on the
unknown objects within their hands. There are several steps to this strategy:
contact point selection, exploring trajectory planning, reward perception and
action execution. The contact point selection is the control of grasping. The
pushing trajectory planning is a process in which fingers search directions
along which the pushing of fingers can produce the expected reward. The
rewards perceived show whether the current action is expected. Therefore
it concerns two parts. Onme is the change of the object’s movement that
includes position and attitude and the other is the change of resistance to
the fingers’ pushing. The action execution is the action that fingers push
along the planned direction with expected rewards. In a word, the touch
exploration provides a method that helps robots to understand and utilize
tools.
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While methods of software validation and verification are by now well estab-
lished, based on adequate formal models and tested in practical applications,
the approach of automatic synthesis of software (and hardware) is as yet only
developed in quite rudimentary form. On the other hand, in theoretical com-
puter science as well as in engineering disciplines a rapidly increasing stock of
techniques for algorithmic synthesis is emerging, triggered by the demand to
decrease development costs by invoking algorithmic methods. However, the
approach of program synthesis is only applicable in restricted scenarios, in
particular in reactive (multi-agent) systems with low data complexity, such
as control systems, and in the transformation and optimization of existing
models. Central issues in the area are the establishment of system models
which allow for an algorithmic solution of the synthesis problem, the com-
bination of discrete and continuous parameters in hybrid systems (as this is
also familiar from verification), and the exploration of the potential of app-
lications. The aim of the Research Training Group is to unify the expertise
from computer science, mathematics, and engineering disciplines (embedded
systems, automatic control, process control engineering, train traffic sys-
tems) and to push forward the desired integration of methods. The research
projects are organized on three levels: Theoretical foundations (algorithmic
and formal models), model transformations and software engineering, and
applications.
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4.1 Verification of Code for Programmable Logic
Controllers

Sebastian Biallas (biallas@embedded.rwth-aachen.de)
Supervisor: Stefan Kowalewski

Programmable Logic Controllers (PLCs) are control devices used in industry
for monitoring and controlling of plants, robots and safety critical infra-
structure. Since they are often used in safety critical environments where
a failure might have serious effects on human health or the environment,
formal verification of their programs is advised. This strive for functional
correctness combined with having small, well-structured programs, makes
PLCs a very interesting platform for the application of formal methods.
For their operation, PLCs have inputs, which are usually connected to sen-
sors, and outputs, which are connected to actuators. The operation is con-
trolled by a program, which is periodically called at a high frequency to set
new output values depeding on the current inputs. The program can access
non-temporary variables that retain their value for the next cycle. This al-
lows to select, e. g, different modes of operation. The programs are usually
composed of function blocks which can be written in various programming
languages.

To analyse and verify PLC programs, this project automatically creates a
model reflecting their operation. This model comprises states, which are
tuples combing the values of the input, output and non-temporary variables
after one execution of the program. A transition between states is assumed if
they are reachable within one cycle. This model can then be analyzed using
formal methods: We allow for model checking using CTL and past time LTL
logic and offer a static analysis to determine ranges of variable values.

Such a model can naively be generated by simulating the program for all pos-
sible input values and iterating this process for the new states. In general
this process is not feasible, since even the state space of small programs com-
prises too many states. Hence, we use symbolic states which abstract a set
of concrete states using, e.g., intervals. To select a suitable abstraction, we
start by a very coarse abstraction of the program and then use a counterex-
ample guided abstraction refinement. That is, we analyze counterexamples
returned by the model checker for feasibility in the concrete state space. If
they are not feasible, we use them as a hint to refine the current abstraction.
For this, we can currently use either an own constraint solver or the Z3 SMT
solver. To generate the transition relation on the corresponding abstract
state space we use an abstract simulator.

The results of this work are implemented in the Arcape.PLC framework,
which offers a graphical user interface, the necessary program file parsers
and abstract simulators to analyse PLC programs using these techniques.
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4.2 Strategy Representation and Complexity

Marcus Gelderie (gelderieQautomata.rwth-aachen.de)
Supervisor: Prof. Dr. Dr.h.c. Wolfgang Thomas

The aim of automated synthesis is to generate code exhibiting a specified
behavior. In order to achieve this goal, methods from game theory are em-
ployed. The situation is modeled as a game between two players, Controller
and Environment. The goal of Controller is to ensure that the execution
of a software system conforms with the initially specified, desired behavior.
The goal of Environment is to thwart that effort. If Controller can find a
program to ensure the specified behavior, he wins the game by playing ac-
cordingly. Methods to find such a “winning strategy” for Controller exist,
but usually generate a “state space” representation of the desired program.
This representation can be exponentially large in general which limits the
practical use of such methods. The aim of this thesis is to study alternative
means of representing and deriving winning strategies in games in order to
overcome these limitations.

We address this by representing winning strategies not as state space repre-
sentations, but as Turing machines. This allows us to find exponentially more
succinct representations of winning strategies. At the same time, we obtain
a better tool of assessing the quality of a winning strategy as a program to be
executed. In contrast to state space abstractions, we can measure runtime,
space consumption and program size. Using these measures, we obtain a
much finer granularity at which to compare and classify strategies.
Representing strategies in a different formalism must be supplemented by
finding such representations. We study ways of synthesis that avoid con-
structing the large state space abstraction altogether. For several important
classes of games (namely Streett and Muller games) we can show that poly-
nomially sized controllers can be directly synthesized.

Possible real-world applications of automated synthesis are often very struc-
tured. This structure is usually closely related to a succinct description of
the problem instance. For instance, an assembly plant with n conveyor belts
has a large number of possible configurations these n belts can have at a
given time. Classically, the complexity (size, runtime, etc.) of synthesis al-
gorithms is measured in this large number. It seems more appropriate to
instead use the size of the succinct description. To address this problem,
we study how structure of this kind in a problem instance can be exploited.
We show that, in notable instances, the overall controller can be similarly
structured. As a consequence, its runtime and size remain polynomial in
the succinct description, rather than in the exponentially larger number of
configurations.
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4.3 Approximation Algorithms for Combinatorial
Auctions

Oliver Gobel (goebel@cs.rwth-aachen.de)
Supervisor: Prof. Dr. Berthold Vécking

This research project deals with improved approximation algorithms for com-
binatorial optimization problems with a focus on randomized methods and
online arrival of the input elements. Where previous work is mostly con-
cerned with offline optimization, we deal with the practically more relevant
scenario in which the elements arrive one after another. Decisions on how
to use an input element must be hit on its arrival, that is, only information
about elements seen so far can be taken into consideration. A common exam-
ple for such an online optimization problem is the well-known independent
set problem, where nodes of a graph must be chosen in a way that selected
nodes are not connected with each other but form a set of maximal size. In
the online variant, nodes arrive after each other and the decision whether a
node is selected into the independent set must be hit upon its arrival.
Assuming an adversarial arrival sequence of the input elements turns out to
be lower bounded by n, the total number of nodes in the graph. Hence, we
investigate the use of randomization in several ways to bypass this bound.
Applications for our work can be found in the field of scheduling, e.g., re-
quests. In that context, nodes in a conflict graph correspond to requests and
edges in the graph indicate conflicts when scheduling both of the affected
nodes. A valid set of requests is then exactly an independent set in the
conflict graph.

Another vast area of research connected to our approximation algorithms
is the design of combinatorial auctions. In combinatorial auctions, bundles
of items are sold to agents which give bids for item sets according to their
valuation of these sets. One can take advantage of structural properties of the
underlying conflict relations to obtain better approximation guarantees for
item allocation. A further challenge in the field of auctions and mechanism
design is to use algorithms in a way, such that the obtained mechanism
is truthful. This is a desirable property in multi-agent systems to prevent
participants from misreporting information in order to give tactical bids.
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4.4 Applying Supervisory Control Theory for PLC
Software Development

Florian Gébe (goebe (at)embedded.rwth-aachen.de)
Supervisor: Univ.-Prof. Dr.-Ing. Stefan Kowalewski

In the past decades the degree of automation applied to industrial plants
has increased significantly. Especially in the domain of process control engi-
neering but also in manufacturing contexts, Programmable Logic Controllers
(PLC) play an essential role as reliable platform to host the actual controller
software. However, the engineers or technicans who set up and configure the
plant do programming work mostly manually and independently from any
predefined development process.

The Supervisory Control Theory (SCT), which was initially developed and
presented by Ramadge and Wonham?! provides a theoretical concept of syn-
thesizing controllers for Discrete Event Systems (DES). Especially the do-
main of automation engineering could significantly benefit from proper syn-
thesis techniques. When transfering SCT to practice several problems arise?.
Many of these address the discrepancy between logical events and physical
signals that has to be bridged somehow?®. Another problem is the distinc-
tion between events originating from the plant and those generated by the
controller?.

There are several research projects that try to adapt SCT synthesis concepts
for PLC languages and systems® 6. However, on the one hand there are still
some issues waiting for an adequate solution, e.g. the problem of interleave
insensitive supervisors (w.r.t. the order of the event occurrence)?. On the
other hand, SC PLC code synthesis is still far away from being applied in
industrial contexts. These are both fields where research work has yet to be
done.

1P.J.G. Ramadge and W.M. Wonham: Supervisory Control of a Class of Discrete
Event Processes. SIAM Journal on Control and Optimization. 25(1):206-230,
1987.

2M. Fabian and A. Hellgren. PLC-based implementation of supervisory control for
discrete event systems. In Proceedings of the 87th IEEE Conference on Decision
and Control, 1998.

3M. H. de Queiroz and J.E.R. Cury. Synthesis and implementation of local modular
supervisory control for a manufacturing cell. In Proceedings of the 6th Interna-
tional Workshop in Discrete Event Systems, 2002.
4. H. Golaszewski and P.J. Ramadge. Control of discrete event processes with forced
events. In Proceesdings of the 26th Conference on Decision and Control, 1987.
5A.D. Vieira, J.E.R. Cury, and M. H. de Queiroz. A model for PLC implementation of
supervisory control of discrete event systems. In Proceedings of IEEE Conference
on Emerging Technologies and Foctory Automation, 2006.

SK. Akesson, M. Fabian, H. Flordal, and A. Vahidi. Supremica — a tool for verifi-
cation and synthesis of discrete event supervisors. In Pro- ceedings of the 11th
Mediterranean Conference on Control and Automation, 2003.
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4.5 Unified Runtime Systems for Industrial Automation

Sten Griiner (s.gruener@plt.rwth-aachen.de)
Supervisor: Prof. Dr.-Ing. Ulrich Epple

Growing production flexibility and complexity of manufacturing and pro-
cess plants pose new challenges for engineers and software developers in the
industrial automation domain. The strict hardware and software hierarchy
known as the automation pyramid becomes increasingly blurry. As a conse-
quence, approved development methods and models cannot be consequently
applied any longer. This will be a perfect opportunity of usage of formal
methods, if a unified software architecture is used throughout the levels of
the pyramid i.e. ranging from field devices like sensors or actuators to servers
of the manufacturing execution system of the plant. Until then, heteroge-
neous systems and underlying models enforce unique solutions that cannot
be transferred to further use-cases.

Software architectures that are available in the current standards are not
unconditionally suitable for such a wide range of applications. Therefore, we
identified a set of paradigms that runtime systems should follow in order to
be used across various pyramid levels. A wide range of design decisions has to
be met in order to describe a runtime environment. These decisions include
software component architecture and communication infrastructure as well
as the software development and deployment process. Other aspects from
industrial automation including hard real-time compatibility and domain-
specific programming languages have also to be taken into account.

As example, we emphasize the programming in the small. For this purpose
we propose the widely accepted graphical programming language Function
Block Network from IEC 61131-3. The encapsulation of the program logic
into well-defined blocks with inputs and outputs allows a better program
structuring; program re-usability and effective unit testing (for example,
black box testing). Instances of pre-defined function block types can be
combined into complex logic networks at runtime. The control flow inside
of a function block network can be either task, call or event-driven. The
obtained networks can be considered safe in terms of execution time and
side effects, as long as the used block types are safe. The reconfigurability
of the block networks allows the usage of logic synthesis at runtime (e.g. by
a rule-based system). Further aspects of a runtime system design have been
outlined in the below-mentioned publication.

76



GRK 1298: AlgoSyn

4.6 Model Synthesis through Transformations

Katrin Holldobler (hoelldobler@se-rwth.de)
Supervisor: Prof. Dr. Bernhard Rumpe

Today it is common to use a set of modeling languages to describe different
viewpoints of a software system. Within the process of developing, evolving,
and maintaining a system, we encounter situations in which models of the
system need to be transformed in various ways. Model transformations can
be seen as the automatic generation of target models from source models
according to transformation definitions!. A transformation definition con-
sists of a set of transformation rules which describe how the target model is
derived from the source model. These transformations can be, e.g., complex
edit operations, structural refactorings or refinements. Beyond model trans-
formations could also be used to model synthesis within code generation? or
reverse engineering.

Most model transformation approaches use the abstract syntax of the mod-
eling language to define transformations but some approaches also reuse the
concrete syntax to allow modeling transformations in a more intuitive way.
We call such a transformation language domain specific.

We are interested in the generation of domain specific transformation lan-
guages (DSTL). This approach combines the advantages of generating a
transformation language and using a domain specific language. A DSTL
allows the modeler to model transformations in an intuitive way as he is
already familiar with the concrete syntax of the modeling language. Fur-
thermore this language should be generated to prevent the modeler from
implementing a transformation language for every modeling language used.
A transformation engine to generate a DSTL using the grammar of the
modeling language was already developed by our group® but up to now it
only supports endogenous transformations which means source and target
models are defined within the same language.

To model synthesis using model transformations we need to extend this ap-
proach such that we could use multiple modeling languages and multiple
input or output models possibly in different languages, e.g., to combine class
diagrams with the object constraint language and state charts to generate
code. This research focuses on the generation of DSTLs for exogenous trans-
formations to allow an intuitive way of modeling (model) synthesis.

1 Anneke G. Kleppe, Jos Warmer, and Wim Bast. MDA Explained: The Model Driven
Architecture: Practice and Promise. Addison-Wesley Longman Publishing Co., Inc.,
Boston, MA, USA, 2003.

2Bernhard Rumpe. Agile Modellierung mit UML. Xpert.press. Springer Berlin, 2nd
edition edition, March 2012

3Ingo Weisemoller. Generierung doménenspezifischer Transformationssprachen. Aach-
ener Informatik-Berichte, Software-Engineering. Shaker, 2012.
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4.7 Logic and Strategy Construction in Infinite Games

Simon Lessenich (lessenich@logic.rwth-aachen.de)
Supervisor: Prof. Dr. Erich Gridel

Infinite games on graphs are a tool that is used in various areas of computer
science, including automata theory, verification, and synthesis. Accordingly,
it is of great importance to solve such games, i.e. to find winning strategies or
optimal strategies. As for most infinite games on graphs, strategies in general
are not finitely representable, the existence of simple winning strategies is
crucial. Prominent examples of simple strategies are positional strategies,
where only information about the current position in the graph is required
to produce a next move, and finite-memory strategies, where the necessary
additional information can be stored in a finite memory structure.

For several well-known games, the required strategy models are already
known, e.g. parity games are positionally determined, while finitely col-
ored Muller games are determined via finite-memory strategies. For other
classes of games, e.g. infinitely colored Muller games, Banach-Mazur games
on graphs, or several variants of games with counters, no complete charac-
terization has been obtained so far. We thus investigate different models
of infinite games, both qualitative and quantitative, with respect to deter-
minacy and memory requirement of winning strategies. As an example, we
proved that in second-life games, which are games with a restricted kind of
imperfect recall, finite-memory strategies suffice for the player suffering from
the imperfect recall, and we used this result to solve counter parity games!,
a special variant of quantitative parity games.

As there are close relationships between logics and infinite games, we also
study logics. Since many properties one would like to check in the real world
are quantitative, we focus on quantitative logics. For example, we introduced
a counting logic? based on the quantitative u-calculus® and showed that
this logic is decidable on a generalization of pushdown systems. We also
investigate how other important logics, e.g. monadic second-order logic, can
be lifted to the quantitative setting.

Dp. Berwanger, L. Kaiser, and S. Lessenich. Solving Counter Parity Games. In Math-
ematical Foundations of Computer Science 2012 (B. Rovan, V. Sassone, and P. Wid-
mayer, Eds.), vol. 7464 of Lecture Notes in Computer Science, pp. 160-171. Springer
Berlin / Heidelberg, 2012.

2L. Kaiser and S. Lessenich. A Counting Logic for Structure Transition Systems. In

Jomputer Science Logic (CSL’12) - 26th International Workshop/21st Annual Con-
ference of the EACSL (P. Cégielski and A. Durand, Eds.), vol. 16 of Leibniz In-
ternational Proceedings in Informatics (LIPIcs), pp. 366-380, Dagstuhl, Germany.
Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik, 2012.

3D. Fischer, E. Gréadel, and L. Kaiser. Model Checking Games for the Quantitative
mu-Calculus. Theory Comput. Syst., vol. 47(3), pp. 696-719, 2010.
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4.8 Analysis and Synthesis Techniques for the
Development of Distributed Interactive Systems

Jan Oliver Ringert (ringert@se-rwth.de)
Supervisor: Bernhard Rumpe and Stefan Kowalewski

The development of distibuted interactive hard- and software systems is a
challenging task. One way to address the complexity of distributed interac-
tive systems is decomposing the system into subsystems with well defined
interfaces. Component and connector (C&C) architecture description lan-
guages offer mechanisms to formalize system decomposition to components
and their communication via connectors effecting component interaction®.
We are developing modeling languages, methods, and tools to support the
development of distributed interactive systems in various steps from formal-
izing initial knowledge about the C&C structure of the system to behavior
and interaction specification to detailed model-based implementation and
code generation.

We have developed a C&C views language to describe design decisions and
knowledge available about a system’s decomposition in partial C&C views.
This language is based on C&C modeling languages and adds powerful ab-
straction mechanisms for hierarchical containment, connectedness, and in-
terfaces. Multiple C&C views can be combined to Boolean specifications for
C&C models allowing to specify valid, invalid and dependent designs. Our
analysis method can verify whether a C&C model satisfies a views specifica-
tion. We have also developed a synthesis method to automatically compute
a satisfying C&C model for a given specification, if one exists.

To describe the interaction behavior of components we have developed a
modeling language for automata embedded in components interacting by
sending and receiving messages via the component’s typed input and out-
put portsZ. This language has various mechanisms for underspecification of
component behavior. We have developed tool support to verify the imple-
mentation of components and component compositions against their under-
specified models to enable incremental development of component behavior
based on step-wise refinement.

The complete and checked components with embedded automata are ready
for code generation. We have developed a code generation framework and
runtime environment for the educational Lego NXT robotics platform to
demonstrate our work on the example of robotic systems.

1A. Haber, J. O. Ringert, B. Rumpe MontiArc - Architectural Modeling of Interac-
tive Distributed and Cyber-Physical Systems RWTH Aachen University, Technical
Report. AIB-2012-03. February 2012.

2J. O. Ringert, B. Rumpe, A. Wortmann. A Requirements Modeling Language for
the Component Behavior of Cyber Physical Robotics Systems. In: Modelling and
Quality in Requirements Engineering, Monsenstein und Vannerdat, 2012.
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4.9 Mechanism Design for Combinatorial Auctions

Andreas Ttnnis (toennis@cs.rwth-aachen.de)
Supervisor: Prof. Dr. Berthold Vécking

Combinatorial auctions are a form of weighted set packing problems which
is, in general, a hard class of problems. In the problem, bidders assert a
valuation to items and there is a constraint on the maximal occurrences of
the items. A solution is an assignment of the items to the bidders, so that
the social welfare is maximized, while no packing constraint for an item is
violated. The social welfare is defined as the total value over all bidders.
Now, in mechanism design people go one step further. It is assumed that
the valuation functions are only known by the bidders themselves and that
all bidders act in a selfish manner. Therefore, if a bidder assumes he can
improve his personal outcome by lying about his valuation, then he will do
so. In mechanism design, we try to construct the algorithms to be truthful,
meaning bidders maximize their outcome by telling the truth about their
valuation. This is achieved by introducing prizes on the items, so that any
bidder maximizing his utility (the difference between his valuation for a set
of items and the prize on this set) also maximizes the social welfare incurred
by the mechanism.

In my research, I design and analyze algorithms for various variants of combi-
natorial auctions. Currently, we work on approximating online combinatorial
auctions. In this type of online problem, it is assumed that the items to be
sold are known at the start of the algorithm. Then, the bidders arrive at
runtime and the algorithm has to allocate them one or more items before
the next bidder arrives. In the most simple form, when there is only a single
item, this problem is the well known secretary problems. If there are more
items, but every bidder is bound to only receive a single item, then the prob-
lem corresponds to the bipartite vertex-at-a-time matching problem. Now
in the general online combinatorial auction problem, the bidders constraints
on the size of the sets of items are lifted and multiplicities on the items
are introduced. We develop algorithms for all these types of online auction
problems.

Additionally, T work on multi-unit auctions in an offline setting. In such
auctions, there is only a single item in an exponentially large quantity com-
pared to the number of participating bidders. I have shown that there is
a universally-truthful mechanism for the problem that only requires a very
small number of random bits and approximates the optimum arbitrarily good
(PTAS). Based on this result, I research if it is possible to achieve the same
result with a deterministic mechanism.
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4.10 Online Buffering: Theoretical Results and the
Application in a Hybrid Car

Melanie Winkler (winkler@cs.rwth-aachen.de)
Supervisor: Prof. Dr. Berthold Vécking

In Online Buffering we assume a decision maker has to purchase a commodity
with varying prices over time. In every time step an decision maker is given
a price and a demand of the commodity and has to decide how many units
he wants to purchase. Units which are not used can be saved in a storage for
later usage. We consider this problem in an online setting, i.e., the decisions
made cannot based on information about future time steps.

We have studied online buffering using online. In online learning a decision
maker is given a set of IV experts. Each expert depicts a strategy to manage
the buffer. In every time step the decision maker chooses an expert and
can observe the performance of all experts afterwards. If the decision maker
chooses an expert, it purchases the same amount of units as the expert in
that time step and is accounted with the cost of the expert. Objective of
the decision maker is to achieve cost which are at most as high as that of
the best expert in hindsight, i.e. to the minimize its regret for not choos-
ing that expert in every time step. The buffer makes the problem different
from standard online learning, since the algorithm now has an internal state.
Switching between experts can then be costly since it means switching be-
tween internal states which can cause additional cost.

In stead of choosing the expert independently for each time step which
achieves low regret in standard online learning we studied an algorithm where
the decision which expert to choose in time step ¢ dependents on the expert
chosen in time step ¢ — 1. The resulting Shrinking Dartboard algorithm
studied in' only performs a small number of expert switches and achieves a
low regret for Online Buffering.

A possible application of Online Buffering is in the management of the bat-
tery in a hybrid car. We have adapted the algorithm such that it can be
applied in a hybrid car to study its performance in a real world application.
To measure the performance of our algorithm the results are then compared
to the performance of strategies which are applied in todays hybrid cars.

13ascha Geulen, Berthold Vécking and Melanie Winkler. Regret Minimization for
Online Buffering Problems Using the Weighted Majority Algorithm. Proceedings
of the 23rd Conference on Learning Theory, 2010.
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5 GRK 1324: Model-Based
Development of Technologies for
Self-Organizing Decentralized

Information Systems in Disaster
Management (METRIK)

Prof. Dr. Joachim Fischer
Email: fischer@informatik.hu-berlin.de
Humboldt-Universitét zu Berlin
Internet: http://metrik.informatik.hu-berlin.de/

In its second funding period the graduate school METRIK continues the
cooperation of computer scientists and geo-scientists in Berlin and Pots-
dam by joint exploration of a particular type of wireless communication
and cooperation of computer systems. By the implementation of principles
of self-organisation and by using inexpensive (but wide-spread) sensors, the
graduate school will reach for new horizons in the development of geo-specific
monitoring, information and alerting systems to analyse the environmental
processes in space and time. The network architectures to be investigated
are characterised by the fact that they do not require a (costly) centralised
management and adapt to changes in the environment. Both the expansion
of such networks as well as a limited failure of computers and sensors do not
restrict the functionality of the whole system in principle. The IT technolo-
gies that have to be developed in the context of disaster management must
take into account not only their functional requirements for correctness, but
also reliability and responsiveness. Since its launch in October 2006 about 44
PhD theses have been started, some of which have already been completed.
11 of them came with excellent results and others are nearing completion.

In the first phase of the graduate school a number of technologies devel-
oped within METRIK have also been applied to METRIK-related projects
(funded by the EU and the BMBF) of the German GeoForschungszentrum
Potsdam to implement prototypical monitoring systems. One of the most
compelling applications of interdisciplinary collaboration was the model-
based development of a new earthquake early warning system for the highly
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seismic vulnerable region of Istanbul. In the second phase the METRIK tech-
nologies will be consolidated and expanded. Aspects of security, mobility of
sensors in form of wireless communicating flying robots, dynamic adjust-
ment of the system in terms of the current traffic flow through intelligent
change of frequency bands for data transmission or type of communication
and voting rules in the cooperative interaction between the service provi-
ders will be investigated. All these questions are related to the potential
size of such sensor networks that determine the degree of coverage of an
urban metropolis. In addition, solutions for dealing with large quantities of
captured sensor data are needed. Comprehensive data collections of specific
sensors for temperature, humidity, pollution, traffic congestion, energy con-
sumption, or radioactivity can be compared to other geo-specific data for
the monitoring and manipulation of the environment with respect to health,
transportation, security and development of a urban metropolis not only in
extreme situations. For this reason, the graduate school aims at coopera-
tion with the DFG Research Group “Stratosphere” to investigate how this
complex information data management can be implemented using "Cloud
Computing".

To investigate environmental processes especially for the city of Berlin the
graduate school since 2011 establishes a test network at the Campus Adler-
shof, Humboldt University of Berlin as a wireless mesh network with 120 in-
door and outdoor node computers with various sensors. The integration with
the existing sensor network at Freie Universitdt Berlin, which also consists
of 120 sensor nodes, is another challenge that has just begun. The lecture of
the last summer semester "Information and communication technologies for
a smarter city in the area of transport, energy and the environment" (orga-
nized by our graduate school) was the prelude to the thematic specification
of the METRIK research topics in the final phase.

To achieve its new goals, METRIK has rejuvenated and extended its su-
pervising faculty member team. Thus, the scientific expertise in the out-
lined interdisciplinary research fields can be guaranteed by scientists from
Humboldt-Universitdt zu Berlin, Freie Universitdt, Fraunhofer Institute FIRST,
Konrad-Zuse-Zentrum Berlin, Leibniz Institute for Innovative Microelectron-
ics (IHP Frankfurt), the Geographic Institute of Humboldt-Universitit zu
Berlin and the German GeoForschungs-Zentrum (GFZ Potsdam).
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5.1 Robotic Self-Exploration and Acquisition of
Sensorimotor Primitives

Oswald Berthold (oberthold@informatik.hu-berlin.de)
Supervisor: Prof. Dr. Verena V. Hafner

Mobile robots are potentially useful components of technical disaster relief
systems. They can also be regarded as mobile nodes in sensor networks or
smart city scenarios. It is spatial mobility which poses specific problems, de-
pending on accurate sensing and corresponding control policies. Classically,
sensing and control can be solved on a per problem basis but it can also be
solved on another level.

The problem then can be stated as follows. Considering a robotic system
with a given set of sensor and motor capabilities and inherent dynamics, we
want to efficiently explore the sensor and motor spaces and identify specific
subspaces of reduced dimensionality which are sufficient for purposeful and
robust task-dependent behaviour.

The approach combines vision as the prime sensory modality and the use
of learning algorithms as the main instrument for establishing sensorimotor
mappings. It is oriented towards biological principles of organization. Vi-
sion is passive, can be made lightweight, delivers highly redundant data and
is fully local. Realizing motion control on flying robots based on vision is
feasible I Exemplary uses of learning include evolutionary parameter opti-
mization in a flying robot control problem 2, and evolutionary circuit design
on self-reconfigurable hardware 3. Beyond EAs, Reinforcement Learning
(RL) with neural networks and directed exploration processes are subject of
current work, along with issues of representation, latency in inert systems,
and exploration of nonmonotonous performance surfaces.

10. Berthold, M. Miiller, V. V. Hafner, (2011), A quadrotor platform for bio-inspired
navigation experiments, International workshop on bio-inspired robots, Nantes,
France.

2y, v. Hafner, F. Bachmann, O. Berthold, M. Schulz, M. Miiller, (2010), An Au-
tonomous Flying Robot for Testing Bio-Inspired Navigation Strategies, Proceed-
ings of ISR/Robotik 2010, Joint conference of the 41st International Symposium
on Robotics (ISR 2010) and the 6th German Conference on Robotics (ROBOTIK
2010)

30. Berthold, (2012), Self-reconfiguring System-on-Chip using Linux on a Virtex-
5 FPGA, Diplomarbeit Humboldt-Universitdt zu Berlin, http://edoc.hu-berlin.de/
docviews/abstract.php?lang=ger&id=39514
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5.2 Self-Organization in Networks of Mobile Sensor
Nodes

Christian Blum (blum@informatik.hu-berlin.de)
Supervisor: Prof. Dr. Verena V. Hafner, Prof. Dr. Joachim Fischer

Self-organized wireless multihop (ad hoc) networks can form an easily de-
ployable, robust and reconfigurable communication infrastructure. These
properties are of critical importance in a disaster scenario, where emergency
first response teams need to be able to communicate and share information
immediately after their deployment. In some situations, robotic agents have
to be able to integrate themselves in these and similar wireless networks.
What all wireless network technologies have in common is that they use
the air as a shared physical medium. This often leads to very space- and
time-varying characteristics with a lot of noise in the parameters (like signal
quality etc.) of these networks.

Intelligent robotic network nodes can overcome these problems posed by
measurement noise using sensorimotor interaction. By actively shaping the
sensory information by means of moving the robot in the wireless environ-
ment complexity can be reduced. This means making use of the correlations
in the measured data generated by moving the robot.

We chose a flying robot — a multicopter — as a platform because it, in
contrast to ground based robots, facilitates easier outdoor experiments since
it is not as limited by obstacles and adds an additional movement dimension.
Furthermore, we chose of-the-shelf wireless technology working in the unli-
censed ISM bands. We use the Humboldt Wireless Lab, which is a large-scale
wireless mesh network installed on our campus as a testbed.

As one of our test scenarios, we place the robot in the vicinity of a net-
work node and the objective for the robot is to move to the location of
this node. Additional scenarios are network exploration or bridging of par-
titioned networks. We investigate algorithms inspired by biological problem
solutions which make use of their knowledge about the egomotion of the
robot. Chemotaxis algorithms are particularly interesting for finding nodes
and exploring the network. We focus on the robustness of these algorithms
against noise.

After designing and evaluating these algorithms in simulation, we implement
them on a real flying robot and test them in the context of our testbed. In
order for the algorithms to work on a real robot, robust local localization
and positioning is needed, additionally to the algorithms themselves.
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5.3 Information Extraction for Disaster Management

Lars Dohling (doehling@informatik.hu-berlin.de)
Supervisor: Prof. Dr. Ulf Leser

Year after year natural disasters like floods or earthquakes are striking our
planet. After such events, decision makers require precise and timely infor-
mation to assess damages and to coordinate relief operations. Understanding
“the big picture” in emergency situations, a construct referred to as situa-
tional awareness (SA), is presumably a prerequisite for effective responses.
More and more, SA-supporting information can be found in textual form
on the Internet, both in conventional sources like newspapers!, as well as
in social networks like Twitter. These sources offer among the most detail
information available, but searching them manually is a time-consuming and
therefore costly task.

Information Retrieval (IR) deals with the problem of finding documents rel-
evant for a given request within a set of documents. Web search engines
are a prominent example of IR-applications today, used to search efficiently
the overwhelming number of documents on the Web. While IR searches
relevant documents, Information Extraction (IE) studies the problem of au-
tomatically extracting structured information from given unstructured text.
Methods in IE build on a multitude of different techniques, including pattern
matching, natural language processing (NLP) and machine learning.

We suggest treating the problem of finding relevant pieces of information
within documents as a combined IR / IE problem. Such information snip-
pets, forming n-ary relationships, may include temporal and spatial at-
tributes. Clearly, this requires specific solutions because those relations typ-
ically contain incomplete tuples or ones spanning multiple sentences. Deal-
ing with automatically extracted information also leads to the problem of
inconsistent results, due to different sources, points in time or granularities.
Furthermore, addressing web content carries the danger of ungrammatical
texts, which might break NLP methods.

Considering crisis events like earthquakes, the question arises: How may
modern IR and IE techniques contribute to situational awareness? This can
be refined as: (I) What methods are best for finding event-relevant docu-
ments, especially for Web data sources which are solely accessible by HTML-
based search interfaces? (II) Which IE methods are the most appropriate
ones to analyze textual messages in the context of natural disasters?

Even though there are established methods for IR / IE, they need to be
adapted for the target domain.

1Dé6hling, L. and Leser, U. (2011). EquatorNLP: Pattern-based Information Extrac-
tion for Disaster Response. In Proceedings of Terra Cognita 2011 Workshop, Bonn,
Germany.
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5.4 Optimizing Network Lifetime and Degree of
Resilience in Wireless Multi-Hop Networks

Michael Frey (frey@informatik.hu-berlin.de)
Supervisor: Prof. Dr. Joachim Fischer, Prof. Dr. Mesut Glines

METRIK proposes the application of decentralized information systems us-
ing wireless multi-hop networks (WMHNSs) for disaster management. Here,
different application scenarios ranging from early warning systems to com-
munication infrastructure for the management of rescue operations are en-
visioned. However, such a WMHN is required to exhibit certain properties
and to meet pre-defined criteria for disaster management scenarios. In par-
ticular, such a network has to be self-organizing, meaning that there is no
central control and nodes only interact by local means. Furthermore, such
a network has to be resilient, i.e., that the provided disaster management
services have to be acceptable in face of faults. The network lifetime defines
the time span a network can fulfill a task, whereas we define the degree of
resilience as the number of available routes up to a certain point of time. For
example, an early warning system requires a high network life time and a
high degree of resilience in order to spread the information about an detected
event, while the instant communication for on-site rescue operations has a
short network lifetime and low degree of resilience as long as at least one
route is viable. Flexible adaption mechanism are required in order to cope
with the different requirements on the envisioned application scenarios. This
leads to the challenging question: How to maximize the network lifetime and
control the degree of resilience?

In order to achieve the desired distributed control and operation of WMHNSs,
we integrate ideas from bio-inspired networking algorithms and control en-
gineering. This class of algorithms is in general self-organizing, scalable and
has a low utilization of resources in terms of computational power and mem-
ory. However, there is often no full understanding of the observed structures
and behavioral patterns of these algorithms, and they are often only stable in
certain parameter intervals. In contrast, control loops are well understood,
there are plenty of methodological tools to develop appropriate solutions,
and they are applicable to many technical systems. Ant algorithms ! are
a representative of bio-inspired networking algorithms and promise all the
required properties for the considered scenarios. We focus on ant algorithms
and are at present identifying suitable parameter settings for adaption of
these algorithms. Here, we are conducting a simulation-based parameter
study where the results will be verified within a wireless testbed.

1 Mesut Guenes et. al., ARA-the ant-colony based routing algorithm for MANETSs
in Proc. of the Intl. Conf. on Parallel Processing Workshops, 2002
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5.5 Peer-to-Peer Replication in a Wireless Network

Joanna Geibig (geibig@informatik.hu-berlin.de)
Supervisor: Prof. Dr. Alexander Reinefeld

The METRIK’s mission is to enable a wireless network-based support for
disaster management processes. Many envisioned applications will depend
on the successful temporal in-network data storage and prompt availability
of this data.

In the considered applications, disaster may destroy some nodes what results
in a loss of a locally stored data and a network partitioning, which lowers
data availability even more. As a result, in an irregular and sparse wireless
network, the crash of even a small number of nodes may lead to the huge
drop in the data availability, if we assume availability as the reachability of
every stored data item by every node in the system. The goal of this work
is to maximize the number of data that are still available to the requesting
nodes, after a partial crash of the network, while we assume only a size of a
network damage, but not its location.

An established way to increase data availability is a data replication. The
problem is in that at the application design time the data request and lo-
cation patterns are unknown. In other words, we are dealing with a Peer-
to-Peer (P2P) application. In order to serve the application requirements
best, all nodes in the underlying system must be ready to take a role of data
suppliers and data consumers. Also, we do not know which node or nodes
will be used to extract data from the network (there is no static sink, typical
in the wireless sensor networks). Further, the envisioned applications should
scale with the network- and load size and be self-organized (decentralized
and reactive to the changes in the network).

Known P2P replication mechanism are unfeasible. Main reason are huge
communication costs connected to the underlay stretch. Another reason is
the insufficient improvement in the data survivability in case of a disaster.
The reason is, that P2P replication systems work regardless of the geo-
graphic location of system nodes, while a disaster tends to destroy nearby
laying nodes. In order to find a replica placement that guarantee a mini-
mal improvement in data availability for a damage of a given maximal size,
I propose a decentralized replica placement protocol that is based on local
knowledge only, and uses geographical positions of nodes. My approach on
one hand greatly improves availability of data for the given maximal disas-
ter radius, and on the other hand, it is efficient in replica dissemination and
retrieval with regard to the communication costs. Moreover, the Network
Area Protocol that determines the geographical shape of the network, de-
signed especially for this replication approach, is a useful building block for
future P2P applications for the wireless environment.

89



Joint Workshop of the German RTG in Computer Science

5.6 Distributed Channel Assignment in Wireless Mesh
Networks

Felix Juraschek (felix.juraschek@fu-berlin.de)
Supervisor: Prof. Mesut Giineg, Prof. Jens-Peter Redlich

Multi-radio mesh routers allow the communication over multiple wireless
network interfaces at the same time. However, this can result in high inter-
ference of the wireless transmissions leading to a low network performance.
Channel assignment for multi-radio wireless mesh networks (WMNs) at-
tempts to increase the network performance by exploiting the availability
of fully or partially non-overlapping channels. By assigning non-overlapping
channels to the radios of each mesh router, the network capacity can be
increased and data-intensive applications such as audio and video transmis-
sions that are important in emergency scenarios are better supported.
However, existing distributed channel assignment algorithms usually do not
consider external co-located networks and devices in the channel assignment
procedure, since these devices are not under the control of the network opera-
tor and their activity is therefore hard to capturel. This applies especially to
networks based on IEEE 802.11 technology, since the number of private and
commercial network deployments exploded recently in urban areas. These
co-located networks compete for the wireless medium and can interfere with
each other, thus decreasing the achievable network performance in terms of
throughput and latency.

Therefore, it is important for an efficient channel assignment, to consider
the activity of such external networks. The main goal of this thesis is to
close this gap by developing an external interference-aware algorithm for
distributed channel assignment. The detection of external networks and de-
vices is thereby a crucial step. For this task, a software-based spectrum
sensing component has been developed that measures the local channel con-
ditions at the network nodes. Based on the results, the channel occupancy
interference model (COIM) has been developed to predict interference re-
lationships between network nodes?. The results of the measurements are
incorporated into the channel assignment algorithms to make them adap-
tive to the activity of external networks. The performance of the channel
assignment algorithms will be evaluated in the DES-Testbed, a large-scale
multi-radio mesh network at the Freie Universitdt Berlin.

1Juraschek et. al. External Interference-Aware Distributed Channel Assignment
in Wireless Mesh Networks. In: Proceedings of UBICOMM, 2011.

2 Juraschek et. al. Measurement-Based Interference Modeling Using Channel Occu-
pancy in Wireless Mesh Networks. In: Proceedings of The 13th IEEE WoWMoM,
2012
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5.7 Privacy aware Data Processing using Ontologies

Martin Kost (kost@informatik.hu-berlin.de)
Supervisor: Prof. Johann-Christoph Freytag, Ph.D.

Systems such as Intelligent Transportation Systems (ITS) exchange infor-
mation in order to provide improved functionalities such as enhanced travel
services, driving support, and transportation optimization. Services imple-
menting these functionalities impact the privacy of individuals (e.g., vehicle
owners and drivers) due to required location information and related per-
sonal information. Uncontrolled information flows constitute the potential
for privacy infringements (e.g., generating driving/movement profiles).
Existing privacy protection mechanisms exclusively control the event of data
access and do not consider individual privacy requirements for a complete
data flow within a distributed systems. In contrast, we target to control the
complete data flow; i.e., we control additional events such as communicating
data and processing data by local applications or remote nodes. For realizing
this extended control we introduce a formally defined privacy aware query
execution model which we complement by an ontology-based privacy analysis
method. Most approaches of protecting privacy implement a centralized data
access control or they do not provide a formalization.

Our approach describes a basic query processing model which protects pri-
vacy for executing a query. Instead of handling privacy as an add on, we
directly integrate privacy aspects as basic concepts into our model; e.g.,
we introduce privacy constraints as a basic model element. Our goal is to
use this model in order to 1.) analyze a given query regarding privacy (as-
pects); e.g., we check whether the query satisfies given individual privacy
criteria or we calculate the expected cost and privacy risk that result from
executing the query, and 2.) to extend a given query by introducing privacy
operators which enforce the given privacy criteria of individuals. Therefore,
we formalize a given query statement using an expression which consists of
standard operators of the relational algebra enhanced by privacy aspects.
For instance, these privacy aspects may describe constraints on the selec-
tion/set of attributes which a join operation may produce. With such a
constraint we want to prevent that an expression creates combinations of
data that might violate privacy by identifying sensitive information about
individuals. Thus, our extensions of the relational algebra introduces new
constraints/rules for creating privacy preserving expressions. In addition, we
describe and evaluate such constraints based on semantic descriptions using
ontologies. Complementary to this passive privacy preserving approach, we
actively support the implementation of privacy constraints. Therefore, we
adapt the algebra expression; e.g., by introducing privacy operators which
anonymize or encrypt data.
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5.8 Uncertainty in Land- Use Change Modeling
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Supervisor: Prof. Dr. Tobia Lakes, Prof. Dr. Ulf Leser

Humankind is heavily and rapidly changing the Earth’s surface with severe
consequences for the human-environment system. One of these is an in-
creasing risk for natural disasters, such as floods and droughts. Land-use
change modeling aims at better understanding LUC and developing possible
future scenarios that can be an important resource for political and economic
decision-making. Modeling results always incorporate uncertainty which can
influence the user’s reliability of the results. Up to know little effort has been
done to connect the different sources of uncertainty, their propagation and
the effects on the reliability of LUC scenarios in a generic approach.

I investigate LUC in the central Amazon region, where huge deforestation
occurred in the past. Deforestation is analyzed by using several drivers of
LUC, comprising biophysical, socioeconomic and accessibility variables, for
the time period of 1998-2011. The approach of Bayesian Belief Networks
(BBNSs) is identified as suitable to construct a reliable LUC model on the
one hand and to investigate uncertainty in LUC modeling on the other hand.
A BBN is a directed acyclical graph with nodes (variables) and edges (re-
lationships between the variables). The relationships are of probabilistic
nature and are expressed in terms of conditional probabilities which can be
interpreted as uncertainty. One of the strengths of BBNs is the ability to
combine qualitative and quantitative knowledge. The latter one describes
the availability of spatially explicit empirical data. It is useful for learning
the conditional probabilities connecting the different variables. Qualitative
knowledge is often used in terms of expert knowledge to define the network
structure. By means of the inclusion of qualitative knowledge, uncertainty
related to input data shall be reduced. Especially in natural disaster case
studies, missing current and accurate input data can be major problems.
Additional qualitative knowledge addresses these problems.

Results for LUC in the Brazilian Amazon region show a solid model fit of
BBNs, with strengths in minimizing errors due to the correct quantity of
the two different LUC classes ’deforestation’ and ’stable forest’ and weak-
nesses due the correct spatial allocation of these classes. Results also show
a significant effect of spatial subareas on the occurrence of LUC. Therefore,
further effort will be done to refine spatial components of the LUC models.
Future work will also concentrate on the creation of plausible scenarios and
the investigation of different sources of uncertainty influencing the reliability
of these scenarios.
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5.9 Reliable Network-Wide Broadcasts for Wireless
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Wireless Mesh Networks (WMNs) are self-organizing, independent of infras-
tructure, allow easy deployment and continue operating even if the network
is damaged. Therefore, using them in disaster management is promising.
Network-wide broadcasts (NWBs) are a fundamental operation in WMNs
needed by routing protocols or warning message dissemination.

Flooding, a trivial realization of a NWB, provokes collisions due to many
simultaneous transmissions, referred to as the broadcast storm problem.
Plenty of NWB protocol proposals have been made to avoid this problem,
most of them trying to remove redundant transmission. They can be clas-
sified as probability-based, topology-based and position based or a mixture
of these. Reliability, in terms of reachability, the percentage of nodes that
received a NWB; is often not regarded as high priority. Furthermore, retrans-
missions and acknowledgements can amplify the broadcast storm problem.

However some NWB applications need a high reliability, e.g. the warning
message dissemination in the WMN-based earthquake early warning system
envisioned within METRIK!. Thus, this work explores approaches for reli-
able NWBs in WMNs.

One key observation is when reliability is needed that lowering the redun-
dancy of a WMN can be harmful since redundancy is also one of its strengths,
especially if this is done without considering link qualities. Here, local knowl-
edge about links and nodes is integrated into the forwarder decision process
of a NWB to boost efficiency and reliability. NWB protocols, which are based
on this and which also consider retransmissions, are evaluated in simulations
and testbeds like the DES testbed?, a heterogeneous wireless testbed which
consists of over 100 nodes featuring indoor and outdoor deployment. The
goal is a reliable NWB protocol which adapts to the local condition a node
experiences.

1 Joachim Fischer, Jens-Peter Redlich, Jochen Zschau, Claus Milkereit, Matteo Picozzi,
Kevin Fleming, Mihal Brumbulli, Bjérn Lichtblau, Ingmar Eveslage: A wireless
mesh sensing network for early warning, Journal of Network and Computer App-
lications, March 2012

2 Mesut Giineg, Felix Juraschek, Bastian Blywis,and Quasim Mushtaq, Jochen Schiller:
A Testbed for Next Generation Wireless Network Research, PIK - Praxis der
Informationsverarbeitung und Kommunikation, 2009
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5.10 Localization in Wireless Sensor Networks
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At the end of the previous century, with the appearance of the Global
Nnavigation Satellite Systems (GNSS), a huge step in improving localiza-
tion precision and availability was made. Today, the spectrum of applications
which utilize GNSS is very broad. The use of GNSS in disaster management
scenarios is one of those applications and it is playing a quite important
role. Tracking rescuers in search and rescue missions, measuring distances
between buildings for damage estimation after an earthquake has happened,
are only few a applications of localization systems in disaster scenarios.
Even though GNSS have quite good performance, they are still limited in
indoor and urban canyon usage. GNSS require a separate radio receiver.
In systems, like for example wireless sensor networks (WSN), which already
have radio interfaces, this means increased complexity and power consump-
tion.

A solution, proposed in this research, is to use the same radio interface,
for data communication and localization. This solution should also enable
precise localization in indoor and urban areas. The complexity, should be
kept at minimum, since the main idea is to use it in wireless sensor networks
for disaster management. Since the WSN nodes are power limited, the power
consumption should be also taken into account.

Localization is usually done by doing range measurements. For obtaining
precise range measurements, the time of flight (ToF) of radio waves is com-
monly used. Traditionally, high precision of the time of flight measurement
is possible, only if the incoming signal is oversampled®. This work addresses
the problem of oversampling and proposes a solution using modified equiv-
alent time sampling. For indoor localization, two main problems arise. The
first one is the multi-path channel. Finding the shortest path can be chal-
lenging in this scenario. The second problem is the non-line of sight (NLOS)
propagation between the nodes. In this scenario, the only radio waves that
come from one node to another are the reflected ones. A direct method for
range measurements would measure the path length of the reflected wave.
A possible solution is to use different heuristics to estimate the distance be-
tween the nodes, using the reflected waves arriving at the receiver. At the
end, having more wireless sensor nodes, means that more range measure-
ments can be performed, which can improve the localization precision of the
nodes in the wireless sensor network.

1g, Lanzisera, K. Pister, “Burst Mode Two-Way Ranging with Cramer-Rao Bound
Noise Performance”, Proceedings of the Global Communications Conference, 2008.
GLOBECOM 2008, New Orleans, LA, USA, 30 November - 4 December 2008
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Currently, a new class of sensor-driven applications for so-called Smart- Cities
is emerging. Those applications enable people, companies, and the author-
ities to monitor public infrastructures. The aim is to gain insight into the
behavior or usage of a city’s facilities like streets or power grids and to
optimize their usage. An example of a smart-city-application is traffic mon-
itoring using either GPS sensors in cars or stationary sensors built into the
streets. The live monitoring of the current traffic state allows for redirecting
traffic to avoid traffic jams or to balance the smoke level across the city.
In the case of a disaster, this sensor infrastructure helps the authorities to
coordinate task forces, estimate the damage, and speeds-up the rebuilding
of infrastructure like water, gas, and electricity.

Usually, information of different sensors is combined and processed within
an application. For example, the current weather situation (wind speed and
direction, temperature, humidity) may influence the smog level within a city.
For calculating a smog map of a city, the current traffic state and weather
information is processed together. Unfortunately, sensors report values at
different frequency, send values of different formats, and measurements are
error-prone. At the same time, near real-time processing is mandatory for
smart-city-application and disaster management. Therefore, processing a
large number of sensor streams is a challenging task. Researchers developed
prototypes of data-parallel streaming systems in order to process a large
number of heterogeneous sensor streams. Prototype examples are Yahoos!’s
S4, Twitter’s Storm, and Walmart’s Muppet. This new systems are able to
process data streams with low latency and provide a flexible programming
API that allows to handle different sensor rates and data formats. Further-
more, the systems are designed to scale with an increasing input rate.

The manual optimization and tuning of streaming systems requires expert
knowledge and is a time consuming process. Therefore, we develop optimiza-
tion techniques for automatic system tuning. An example parameter that
needs to be configured is the degree of parallelism (dop) for each step in the
data processing chain. If the dop is too small, the system may not meet the
required latency constraints. At the same time, there is a limited number of
computing resources available and the dop cannot be arbitrary large. Fur-
thermore, data stream rates can be burst and may vary periodically. Thus,
we need to adjust the dop during runtime, resulting in an elastic system.
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The GRK addresses a variety of fundamental, scientific and technological
challenges behind networked autonomous entities which accomplish a com-
mon task through actively monitoring the environment with a variety of
stationary and mobile sensors, that acquire, manage and disseminate data,
and finally utilize the data to react and possibly influence the environment.
The problem space is defined along several dimensions including (i) percep-
tion abilities of entities like sensor complexity and heterogeneity, ranging
from sensors producing simple readings, such as temperature or position,
to complex sensors producing images or video, and from environments with
many homogeneous sensors to environments with multiple types of interact-
ing sensors, (ii) motion and behavior abilities of entities like sensor mobil-
ity, ranging from stationary sensors with known location to highly mobile
sensors mounted on autonomous ground or aerial vehicles, (iii) communi-
cation abilities of ad hoc wireless networks subject to different constraints
on bandwidth, timeliness of data transmission, node mobility, dependabil-
ity, and quality of service, and (iv) computing and middleware layers of
heterogeneous networked entities. Mixed mode environments of networked
autonomous entities are characterized by the heterogeneity of resources, ca-
pabilities, connectivity and requirements of the system and its components.
The resulting, challenging research topics are structured along four main
areas: A) Sensing and Monitoring, B) Foundations of Communication, C)
Computing and Middleware, D) Cooperative Planning and Control. They
require a close, interdisciplinary approach by the participating scientists of
the departments of computer science, electrical engineering and information
technology, and mechanical engineering. A special strength of the GRK is
the evaluation of methodologies developed in areas A-D in joint experimen-
tal setups for monitoring and coordination across networked heterogeneous
entities including human assistance for task fulfillment.
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6.1 Fault-tolerant, cross-layer protocols for enabling
automation control over multi-hop networks
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One trend in today’s Internet is the autonomous communication of devices
without human interactions (machine-to-machine communication). Such de-
vices are, for example, embedded systems, sensors and actuators, spread over
a large area and interacting physically with their environment. This concept
of machine-to-machine communication enables new application areas such
as advanced car assistance, lightweight, wireless planes as well as highly
efficient manufacturing plants. In these environments multi-hop communi-
cation between sink and source is necessary due to the spatial extent of, e.g.
a manufacturing plant. In addition with real-time communication meaning
bounded transmission delays between the end-devices, wireless multi-hop
networks enable new critical and safety-related applications.

Current radio transceivers usually operate in the unlicensed 2.4 GHz ISM-
band leading to dense radio conditions in areas with a large number of com-
municating devices. Packet losses caused by interferences of other trans-
missions may lead to re-transmissions and thus to latencies and jitter. No
real-time boundaries are necessary in case sensing devices communicate there
readings to one or several remote controllers periodically and aperiodically,
respectively. When one or more sensors read an unusual value or a value
above or below a specified threshold, in critical and safety-relevant appli-
cations this value must be transmitted to the end-device within a bounded
latency and without packet losses. However, other traffic might still exist on
the wireless medium from other sensing devices that may lead to collisions
and interferences.

This thesis concentrates on the realisation of the real-time communication in
multi-hop networks with absolute guarantee of the arrival of the packets in
time. To achieve this goal, all layers in the OSI-model need to be considered
since the communication speed depends on the used protocols in the pro-
tocol stack. An investigation is required whether (i) existing protocols can
be adapted to fulfil the hard real-time guarantees, or (ii) a protocol switch
from an energy-efficient non-real-time communication to a transmission with
bounded latencies is the more appropriate solution. Non-real-time traffic is
monitored in advance to be able to schedule the fastest path to the destina-
tion in stationary networks while in mobile networks a mobility prediction
of moving nodes is necessary.

The goal of this thesis is to provide fault-tolerant, cross-layer protocols for
enabling real-time communication over multi-hop networks in environments
with high communication density.
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Space robotics, specially Mars rovers have demonstrated that some key tech-
nologies are not yet mature. This thesis focuses on one of them, automated
planning.

Automated planning is the area of Artificial Intelligence that studies the
process of generating plans, while Temporal planning is a branch that
takes into consideration the time. Planners require two inputs: model and
problem and produce one output, the plan. The model contains a formal
description of all the systems which activities must be planned. Each system
is modeled as an automaton composed of states and relations between the
states. FEach component has related a timeline that represents a more or less
flexible sequence of states that represent the plan. A problem is represented
as a graph that contains a set of facts (assumed to be true) and goals which
the planner must justify. Both facts and goals are represented as sets of
nodes and edges of the graph. In case all goals in the graph are satisfied, the
result is called plan.

This thesis presents a temporal, hierarchical, heuristic-driven and domain-
independent planner called QuijoteExpress that aims to generate robust
plans for execution, that is, responsive to the uncertainty and dynamics
of the environment. A second objective is to produce more understandable
plans for human experts. It presents the following novelties:

HTLN - Hierarchical timeline networks Quijote uses cyclic hypergraph
structures to represent the hierarchical decomposition of goals into sub-goals,
allowing the human expert to define a plan in terms of complex goals while
the planner is in charge of decomposing them into commands.
Parallelisimn By reasoning over the underlying graph structure of an HTLN
problem it is possible to identify independent sub-problems taht can be
planned in parallel. Sufficient-plan It represents a problem that has been
partially solved, but still represents a valid output of the planner.
Heuristically-based The planner needs to be assisted by heuristics in order
to find a solution. Heuristics are used to:

- Choose next flaw to solve: Quijote selects first the most constrained
node.

- Choose solution from a pool of candidates: Quijote selects first the
solution that imposes less constraints
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The underlying principle of cooperation in Self-organizing Wireless Multi-
hop Networks (WMNs) opens the door to malicious nodes to perform a wide
range of attacks. In addition, cryptographic solutions to protect the authen-
ticity of nodes and/or the confidentiality and integrity of messages do not
mitigate all possible attacks. By means of an extensive literature study, I
found that there exist severe limitations in the field of intrusion detection
for WMNs in general. In summary, intrusion detection mechanisms for wire-
less multihop networks proposed in literature are scarce, and most of the
proposed solutions have never been validated in practice. The mechanisms
for intrusion detection in WMNs so far have generally two properties: they
are distributed, and they use passive eavesdropping. However, existing work
shows that the distributed intrusion detection systems overwhelm the lim-
ited resources of the constraint network devices. Also, passive eavesdropping
of the medium severely limits the number of attacks that can be detected.
A number of solutions proposed to modify the existing routing protocols to
ease intrusion detection, however, this approach is infeasible in heterogeneous
environments.

The fundamental research question of my thesis is to investigate in how
to overcome the limitations of existing intrusion detections approaches for
WMNs operating in constraint environments.

In particular, the goal is to allow for (1) efficient detection of (2) a wide class
of attacks (including advanced attacks). Moreover, the proposed solution
needs to be (3) practical for heterogeneous and constrained environments as
well as for legacy protocols. My working hypothesis is that active, mobile
intrusion detection can overcome the problems of passive and distributed in-
trusion detection approaches, while being more practical than contemporary
approaches to intrusion detection in WMNs. My proposed detection method
d